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ABSTRACT

While conventional Recommender Systems perform well in
automatically generating personalized suggestions, it is often
difficult for users to understand why certain items are recom-
mended and which parts of the item space are covered by the
recommendations. Also, the available means to influence the
process of generating results are usually very limited. To alle-
viate these problems, we suggest a 3D map-based visualization
of the entire item space in which we position and present sam-
ple items along with recommendations. The map is produced
by mapping latent factors obtained from Collaborative Filter-
ing data onto a 2D surface through Multidimensional Scaling.
Then, areas that contain items relevant with respect to the
current user’s preferences are shown as elevations on the map,
areas of low interest as valleys. In addition to the presentation
of his or her preferences, the user may interactively manip-
ulate the underlying profile by raising or lowering parts of
the landscape, also at cold-start. Each change may lead to an
immediate update of the recommendations. Using a demon-
strator, we conducted a user study that, among others, yielded
promising results regarding the usefulness of our approach.
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INTRODUCTION

Recommender Systems (RS) have become a widely adopted
means to tackle the problem of information overload users
are often confronted with, for instance, on e-commerce web-
sites, in social networks, on hotel booking portals or in online
movie stores [52]. To present users with items that meet their
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interests, different approaches have emerged. Collaborative
Filtering (CF), the overall most popular recommendation tech-
nique, solely relies on user feedback elicited by asking users
explicitly to rate items or by implicitly tracking their inter-
action with the systems [26, 36]. Matrix Factorization (MF)
represents the most common model-based CF approach, which
generally performs best in terms of objective accuracy while
being highly efficient [37]. By statistically analyzing existing
rating data, latent factors are inferred which in the following
can be used to predict a user’s ratings for yet unseen items.

For a long time, RS research has solely been focused on issues
related to such algorithms, in particular their accuracy and per-
formance. Only recently, it became more and more accepted
that user-oriented aspects such as system transparency or the
degree of control users are able to exert over the recommenda-
tion process considerably contribute to actual user satisfaction
[66, 35, 51, 32]. For instance, users may be reluctant to ac-
cept recommendations because they do not understand why
certain items are recommended [60], which consequently re-
duces the system’s trustworthiness [66, 51]. The widely used
presentation of results in form of ranked lists is not very sup-
portive in this regard, since they usually convey only little
information about the recommender’s internal rationale [45,
28]. Several approaches exist to increase transparency, e.g.
through explanations [24, 63, 60]. However, this typically
requires additional content data and is particularly difficult
when using model-based CF [37, 13]. Moreover, when pre-
senting just top-n recommendations, users are unable to get
an overview of the naturally large item space and cannot ad-
equately assess item coverage, i.e. how shown items relate
to remaining non-recommended ones. Becoming aware of
alternatives and different, possible diverse areas of potential
interest is thus rather difficult [46], and increases the risk of
users being trapped in “filter bubbles” [47]. In addition, it
often remains unclear how expressed preferences actually cor-
respond to the system’s representation of the user, i.e. the user
model, and how manipulating the preference profile, e.g. by
providing further ratings, affects the results.

From an algorithmic perspective, it becomes increasingly dif-
ficult to further improve how recommendations are tailored
towards the user’s actual needs. By providing a higher degree
of control over the recommendation process, interactive RS
aim at alleviating this problem in various ways [40, 21]. How-
ever, in today’s RS, results are mostly adapted automatically
based on implicit feedback, e.g. viewing or buying actions. To
actively influence recommendations, the user’s only means is
usually to rate single items, either at cold-start or later in the
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process. The implicit way to elicit preferences is again prone
to be intransparent while the explicit rating of items requires
considerable effort on part of the user before receiving fitting
recommendations [19, 58, 11]. In addition, ratings tend to be
inaccurate [3] and users are shown to often prefer other means
than ratings. For instance, comparing items [42] or stating in-
terests on a rather coarse level by selecting and weighting tags
[12] can be of benefit—especially for users entering a system
[58]. When no or only little information is available for a new
user, conventional CF suffers from the well-known cold-start
problem, and thus cannot generate accurate results due to lack
of data. This may also be the case when a user does not want a
profile representing his or her preferences to be persisted, e.g.
due to privacy concerns. Even with an existing profile, it can
be difficult to recommend items matching the current user’s
situation since profiles usually describe long-term interests
and do not necessarily need to belong to the same person, e.g.
when shared between family members.

In this paper!, we consequently propose an interactive recom-
mending approach, thereby seeking to answer the following
research questions:

RQ1: How can the item space in CF be visualized and sam-
pled in a comprehensible manner?

RQ2: How can areas of preferred items be effectively high-
lighted within this visualization?

RQ3: How can this visualization be used to allow the user to
interactively manipulate his or her preference profile, also
in cold-start situations?

First, to visualize the item space, we apply model-based CF
due to its proven precision and efficiency. In particular, we
use a standard MF algorithm, but map the resulting high-
dimensional latent factor model onto a two-dimensional sur-
face in which all items are positioned with respect to their
similarities. For this purpose, we use Multidimensional Scal-
ing (MDS) [6, 28]. By displaying popular and representative
sample items, we are then able to provide the user with a
comprehensible presentation of the item space only by means
of ordinary rating data, i.e. without requiring any other item-
related content. Second, we extend the resulting map to also
show the preferences of the current user. To reveal areas of
interest, and in particular to highlight the items automatically
recommended by the system and how they relate to the typi-
cally very large rest of the item space, we additionally exploit
the third dimension. Therefore, we use the MF predictions
for the current user and all items in order to form a landscape
where elevations represent areas with high estimated ratings
while valleys indicate lower relevance. Finally, this 3D visu-
alization of item space and user preferences allows us to let
the user influence the underlying profile that serves to gen-
erate recommendations. The user can alter the landscape by
creating or reshaping hills and valleys, and thus establish a
preference profile in cold-start situations or manipulate an
existing one. All changes may immediately be reflected in

I'This paper is a translated and extended version of our previous work
published in German [38]. We now describe the method in more
detail, present a more developed version of our demonstration system,
and report further results from the user study.

the recommendations. Since preferences are expressed with
respect to entire item regions rather than individual items, this
reduces interaction effort and is independent of knowing and
rating particular items, which is especially of value when the
search goal is vague or the domain unknown.

The remainder of this paper is organized as follows: First, we
discuss work related to visualizations in RS as well as interac-
tive recommending approaches. Next, we describe our method
and a prototype system we implemented to demonstrate our
approach. Then, we present a user study we conducted to eval-
uate our method. Finally, we conclude by discussing results
and providing an outlook on future work.

VISUALIZATIONS IN RECOMMENDER SYSTEMS RE-

SEARCH AND INTERACTIVE APPROACHES

Increasing the transparency of RS is known to, among others,
improve perceived recommendation quality, leading to higher
acceptance and more trust in the systems [66, 51, 60]. How-
ever, today’s automated recommenders often hinder users to
understand how a system generates recommendations and why
it recommends certain items [57, 60]. One popular approach
to alleviate this problem is to display textual explanations for
recommended items [63, 60]. Thus, depending on recom-
mendation algorithm as well as type and amount of available
information, recommendations can be explained in several
ways. For instance, one can use item attributes and match
them with user preferences [63], albeit this requires availabil-
ity of content data. Social explanations have been shown to
be particularly promising in terms of persuasiveness, but are
less informative than other variants [55]. When using CF, a
very prominent yet simple example is the one of explaining
item-based methods, e.g. used by Amazon (“Customers who
bought this item also bought...”). Nevertheless, while there
exist many early attempts to explain the output of CF algo-
rithms in general [24], especially for model-based approaches
such as MF it is still very hard to improve their transparency
through explanations [37]. Exceptions such as [13] usually
also require additional content information.

Apart from textual explanations, the range of attempts to in-
crease transparency of RS also includes use of visualizations.
Rather simple auxiliary graphics depict, for instance, which
criteria selected by a user could be fulfilled [41] or which
algorithm was responsible for a recommendation in a hybrid
setting [49]. But, also more complex visualizations such as
flow charts [27], Venn diagrams [49] or even graph-based rep-
resentations [62] have already been discussed. On a different
level, other approaches visualize the user model in order to im-
prove the system’s general transparency and the user’s under-
standing of how his or her preferences are represented within
the system. Leveraging Information Visualization techniques
[30, 23], successful examples comprise focus-and-context lists
[61], radial displays [4] or icon-based avatars [5].

Particularly in Information Retrieval, a considerable number
of methods exist for visualizing large datasets such as doc-
ument collections [22, 1]. Map visualizations, for example,
have been shown to be a promising means for facilitating
browsing and searching in large collections. Adopted in RS



research, maps may also be useful for visualizing the space of
available items as well as the user model [44, 65, 17], possibly
making the recommendation process more transparent as well
as increasing user engagement when interacting with the RS
[17, 15]. Assuming a user’s preference profile is represented
by some high-dimensional vector, it can be projected onto a
2D representation of the item space as a geographical point
where items that receive a high predicted rating appear close
to this point [31, 15, 44]. Thus, the relation between how the
user is modeled and which items are recommended becomes
intuitively understandable [31]. However, this kind of maps
highly depends on the particular user: They cannot be gen-
erated without sufficient information about that user, e.g. at
cold-start, and items are arranged differently for each user.
Moreover, these approaches usually require a version of the
underlying algorithm where the rating prediction is specially
geared to create such maps, e.g. by using Euclidean MF [31,
44]. The map visualization of TVLand [17], in contrast, is in-
dependent of a particular user and his or her estimated ratings.
Here, similarities between items are used to create a global
representation of the item space. Nonetheless, areas of interest
that include the recommendations can still be highlighted by
color, similar to a heat map. Consequently, users can see how
their preferences expressed through ratings result in the areas
and items the system actually suggests. In addition, users are
better able to grasp how recommended items are positioned
within the rest of the typically large item space, thus allowing
them to keep an overview and to become aware of possible
alternatives. In conventional RS, this is often difficult due to
their use of lists to present recommendations.

Approaches that visualize only a part of the item space, for
instance, the region close to the user’s position containing the
recommended items (as in [31, 44]), may also be prone to
this problem. To mitigate the risk of users thus being stuck
in a “filter bubble” [47], some visualizations specifically aim
at presenting diverse recommendations [48, 65]. Only few
exceptions such as the aforementioned 7VLand [17] visualize
the item space as a whole, and at the same time also indicate
areas of potential interest. Overall, effectively supporting
users through visualizations in RS is still an under-explored
field of research, mostly limited to the purpose of explaining
recommendations or supporting item space exploration. In
addition, possibilities to interact with the visualizations almost
never go beyond the means provided in conventional RS.

In CF, preferences are usually elicited via implicit or explicit
feedback [26]. However, providing explicit feedback, typi-
cally by rating single items, is a tedious task for users that
is often decoupled from the actual recommendation process.
At the same time it constitutes a very limited means for ex-
pressing actual user needs. Thus, this kind of feedback is
rather sparsely available [26]. Users who enter a system for
the first time have to rate a certain number of items before a
CF algorithm can provide them with proper results [11]. To
counter this, efforts have been made to keep the number of
items to be rated as small as possible [43], to reward users
for every rating provided [16], or to seek for alternatives, e.g.
comparing items instead of rating them [42]. Also, algorithmic
solutions have been suggested with the goal of asking users to

rate only the most informative items, e.g. via active learning
[14]. However, expressing initial preferences as well as alter-
ing an existing profile is nearly impossible in a controlled and
transparent manner when the user’s only way to influence the
recommendation process is to (re-)rate single items.

Therefore, interactive recommending approaches have been
proposed that increase user control over the recommendation
process. It has been well established that users are generally
more satisfied when they can actively influence their search,
although this may come along with higher interaction effort
and cognitive load [34]. Besides, it has been shown that inte-
grating RS with more interactivity improves, among others,
transparency and perceived recommendation quality, which
is more decisive than objective accuracy [66, 35, 51, 32]. In-
creased interactivity may be realized by using other preference
elicitation methods than ratings and by eliciting preferences
in an ad-hoc fashion, allowing users to immediately observe
how their changes affect the results [18, 64, 42, 12]. A greater
extent of control seems also beneficial for exploring large item
spaces, especially when the search goal is vague [42], and for
adapting recommendations towards situational needs. Further,
interactive RS may help to alleviate the cold-start problem,
and to support users in circumstances where they do not want
a persistent profile to be applied, e.g. due to privacy concerns
or because it belongs to a different person [64, 7, 42, 12].

Early examples for interactive RS are dialog-based and
critique-based approaches. The latter allow users to criticize
recommendations based on predefined item metadata [9]. This
avoids the problem that users have to formulate their search
goal up-front as it is necessary in dialog-based systems. De-
velopments such as MovieTuner [64] build on this principle,
but rely solely on user-generated content, in particular tags
that can be weighted by the user to change the current result
set. Other examples of interactive RS comprise SmallWorlds
[18], TasteWeights [7], SetFusion [49] or MyMovieMixer [41].
These approaches to provide users with more control over
the recommendations use manipulable graphs for influencing
the underlying CF algorithms [18], interfaces for weighting
the different datasources and algorithms in hybrid settings [7,
49], or faceted filtering blended with automated recommen-
dation methods [41]. They all have shown to improve user
engagement and overall satisfaction.

To allow users controlling the recommendation process at a
more coarse-grained level than providing ratings for single
items, these interactive approaches use, for example, tags [64,
12], automatically selected content attributes [7] or predefined
item facets [41]. Preference elicitation thus becomes detached
from actual items, which indeed has several advantages, but
may also result in difficulties. It requires availability of ade-
quate background data and highly depends on the possibility
to categorize items among certain dimensions that actually
matter to users. Also, mentally establishing a search goal
so that preferences can be expressed with respect to specific
item features may be non-trivial for users with little domain
knowledge or in the beginning of a search task [25]. Only few
approaches such as the one proposed in [65] allow users to
define areas of interest directly inside the item space. This,



however, seems to be a promising and natural way of express-
ing preferences without having to articulate them explicitly,
and without the need to know and rate particular items.

Although several approaches use some kind of visualization,
primarily to disclose the reasons for items to be suggested
(e.g. [7, 49, 41]), they are typically independent of the more
complex, especially map-based visualizations mentioned be-
fore. It thus seems promising to visualize the item space of CF
recommenders together with user preferences in an integrated
fashion by means of a map. This also opens the possibility of
increasing user control, and, in particular, of letting users in-
teractively specify their current interests with respect to entire
item regions. In sum, an interactive landscape based on item
space and user preferences has the potential of facilitating the
establishment and manipulation of user profiles.

3D ITEM SPACE VISUALIZATION TO PRESENT AND MA-

NIPULATE USER PREFERENCES IN CF

We propose a method that visualizes the item space together
with user preferences as estimated by a model-based CF algo-
rithm, as well as resulting recommendations. The underlying
preference profile used to generate recommendations can be
interactively set up by the user in cold-start situations and
further manipulated in case such a profile already exists. With
respect to the research questions posed at the beginning of this
paper, the process which is also described in Figure 1 can be
divided into the following main steps:

1. Visualize the entire item space as a 2D map and automati-
cally select item samples to be displayed as representatives
for the different regions.

2. Present the current user’s preferences so that hills indicate
areas of high interest, valleys areas of low interest, resulting
in a 3D landscape.

3. Allow users to interactively change the elevation profile,
this way manipulating the underlying model used to gener-
ate landscape as well as recommendations.

In the following, we will describe these steps in more detail.

RQ1: Visualizing and Sampling the Item Space

In order to visualize the item space, we solely rely on common
user feedback as is typically used as background data in CF. By
using rating data provided by all users, this step is independent
of data availability for the current user. Nevertheless, one
issue arising when using ratings to plot such a representation
is data sparsity, since users typically rate only a small number
of items out of the entire item set. Hence, it may be difficult
to adequately calculate similarities between items, which is a
prerequisite for many algorithms that map high-dimensional
data onto low-dimensional spaces. However, it should be noted
that although we use explicit ratings, our approach could in
principle also be applied to implicit data, which is usually
more dense. In either case, handling the large amount of data
could lead to decreased efficiency of mapping algorithms. In
addition, semantics inherent in these data may only hardly be
exploited, potentially tempering quality of the item positioning,
thus hindering users to understand the resulting map.

For these reasons, we introduce an intermediate step before
plotting items on a 2D surface. In fact, we use a more abstract
representation of items by exploiting their description through
latent factors as derived by a standard MF algorithm (Figure
1, 1a), which has already been shown to be successful for
“putting recommendations on a map” [17].

When using MF, the user-item-matrix R € RIY¥/! that contains
the raw rating data for all users u € U and items i € I, is
decomposed into two low-rank matrices, namely P € RIVMX]
and Q € RIM71, where f represents a predefined number of
factors?. These matrices approximate the original user-item-
matrix such that calculating the inner product of a user’s factor
vector p, of P and an item factor vector ¢; of Q returns the
predicted rating 7,; for user u and item i. Estimating a user’s
ratings for all items is consequently done as follows:

f"u :ﬁttQT (1)

By relying on a latent factor model, we take advantage of the
fact that the factors implicitly convey semantics without requir-
ing explicitly defined content data [37, 53, 13], Therefore, a
mapping of the item space can be produced that is likely to be
understood by users. Moreover, we circumvent any issues that
may arise from sparsity, since MF can handle such matrices
very efficiently [37]. Finally, by using a MF algorithm at this
stage, we can draw on the derived user factor vector (Figure
1, 1a) also in the next step of the process to generate recom-
mendations for the current user. Thereby, we take advantage
of the fact that this widely used method is known for high
recommendation quality [37, 36].

Next, we map the still high-dimensional item data onto a low-
dimensional Euclidean space by using MDS [6, 28]. In order
to visualize such data, different methods have been proposed
[29, 28]. Typically, they rely on content information, so that
the decision for a certain method depends on the item features.
Geometric projections and scatter plots have been used very
often for this purpose [56]. But, they can also be usefully
applied when the dimensions are constructed by automated
dimensionality reduction [10]. This is usually the case for
datasets used by RS [2]. Thus, although other methods might
be used, we chose MDS to calculate two-dimensional coor-
dinates for all items. Using these coordinates, the resulting
map visualization positions items based on their similarities
(Figure 1, 1b). MDS ensures distances between any two items
to be small if they are similar to each other, and large other-
wise. We calculate the similarities used as input for the MDS
algorithm by means of the Euclidean distance between item
factor vectors g;, which seems reasonable since it naturally fits
the positioning approach of MDS. As shown with the maps
generated in [17], we assume that by relying on latent factor
representations, it will adequately be reflected how items actu-
ally relate to each other. Thus, users should be able to perceive
items close to each other as actually similar.

2Note that by setting f = 2 the item-factor-matrix could indeed be
directly represented as a map. However, this would later result in
reduced recommendation quality [37].
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Figure 1. To generate the 3D item space visualization for presenting and manipulating preferences in CF, we start by using Matrix Factorization to
obtain latent factors for users and items (1a). Item factor vectors then serve to determine the item positions (gray) using Multidimensional Scaling (1b).
By applying k-means clustering (1c), popular representative items are chosen as samples (yellow) to be displayed on the resulting map (1d). In addition,
item factor vectors are used to calculate predictions for the current user by taking his or her user factor vector into account (2). This results in elevations
representing the user’s preferences as well as in the actual recommendations (magenta). Note that the user factor vector is optional, so that this step is
left out at cold-start where the user is instead presented with a flat surface. In any case, the user is then able to influence the recommendation process
by reshaping the landscape, i.e. creating hills and valleys (3a), which finally leads to recalculation of the user factor vector (3b).

Now, in principle, items could already be plotted onto a 2D
surface. However, due to the sheer mass of items, this is not
a practical solution and would overwhelm users instead of
providing an intuitive overview. Instead of showing popular
items and additionally labeling certain areas of the map as in
[17], we aim at generating an understanding for the item space
based only on items themselves. Therefore, we select items
that are representative for different regions of the quadratic
map, and present them to the user. To perform this sampling,
we use a k-means clustering [20] since we are in a Euclidean
space (Figure 1, 1c). This allows us to control the trade-off
between representativeness and number of items. Then, to
determine a representative item for each cluster, we consider
the five items that are closest to a cluster center and finally
choose the most popular one as a sample, i.e. the item with
highest number of ratings (Figure 1, 1d). Chosen items serve
as representatives of the respective clusters and are at the same
time likely to be known to many users. Based on the map
dimensions and these sample items, we render an initial map.

RQ2: Presenting Preferences and Recommendations

In addition to the item space samples in the initial map, we
also present the user’s preferences and show recommended
items in the context of the overall item space. Although the
only items shown initially are the samples representing the
different regions of the item space, in fact, all items have been
assigned a certain position on the map. This allows us to
exploit the third dimension by showing a landscape where the
elevation indicates the system’s predicted preferences among
all items in respect to the current user. We therefore use the
ratings predicted as usual by MF: Areas containing items with

high predicted ratings are visualized as hills, those with low
ratings as valleys. Since recommendations lie in areas where
the system has predicted items to be of high interest, i.e. on
hills, we assume the user will thus better understand how the
system models his or her interests, and how this relates to
actually expressed preferences as well as recommended items.

If the current user’s preferences were previously elicited, e.g.
by ratings, a latent factor vector for that user is already avail-
able. This vector j, derived in the MF offline learning phase in
the previous step (Figure 1, 1a) may now be used to calculate
predictions as shown in (1) online. The resulting predictions
7, are used directly to select top-n items with highest scores
as recommendations, but, as outlined above, also for setting
up the elevation profile, and thus the 3D landscape. For this
purpose, we linearly map the prediction for every item onto a
height value, and consequently set the surface elevation at the
item’s respective position to this value. Then, to present the
user with a visualization that actually resembles a landscape,
the elevation of spaces between items is set to a level simi-
lar to adjacent items (otherwise, only spikes would appear at
every item position). Therefore, we transfer height values of
the items to their surrounding area where no items exist in a
step-wise manner, decreasing with each step. Afterwards, we
apply a Gaussian smoothing function and finally re-adjust the
elevation at the actual item positions.

In case rating data for the current user are unavailable or the
user does not want to apply an existing profile, i.e. we cannot
use the user factor vector, the elevation profile is set to a
neutral level. The visualization then shows a flat map surface
and samples, both generated independently of the current user.



RQa3: Interactively Manipulating a Preference Profile
Regardless of whether the landscape already represents user
preferences or just shows a flat surface when no user profile
is available, the user can now interactively influence the un-
derlying model, and consequently the recommendations. By
shaping the landscape, i.e. raising or lowering the surface,
the user is able to interactively express preferences for entire
regions of the item space (Figure 1, 3a). The subsequent recal-
culation of predictions happens online—either continuously
with each interaction, or when explicitly requested by the user,
thus avoiding constant, possibly confusing updates of the visu-
alization. In any case, we interpret changes to the landscape
as user adjustments of the estimated ratings for the items that
have led to the elevation of the respective areas. Note that this
is independent of which items are actually shown, but instead
takes all items in an area into account. The elevation values
changed by the user are used to replace the rating predictions
7, calculated previously by new preference values, resulting in
the vector X,. Based on this, we now set up a new user factor
vector or recalculate the existing one by reformulating (1):

Pu=Q"%,, )
where we use the pseudoinverse Q™ to approximate a solution
via Singular Value Decomposition (since Q is non-quadratic).
The updated user factor vector p, is then fed back into the
recommendations process (Figure 1, 3b), where it can be used
to again predict ratings, leading to new recommendations as
well as a new, adapted elevation profile. Thus, the user can

immediately observe how the actions performed affect the
recommender’s results and the underlying preference profile.

DEMONSTRATOR

In this section, we present a demonstrator for our interactive
recommending approach based on the 3D item space visualiza-
tion described above. We implemented the demonstrator as a
web-based application positioned within the movie domain. In
addition to demonstration purposes, we also aimed at conduct-
ing user experiments with this demonstration system. In the
following, we expand on its interaction concept and explain
the implementation in more detail.

Interaction Concept

The user interface (Figure 2) is basically divided into four main
parts: Working area (A), an area showing recommended items
(B), detail area with information on the currently selected
movie (C), and a palette of available interaction tools (D).

Within the working area, the visualization generated according
to the steps described in the previous section is shown. In
addition to the quadratic map surface representing the item
space, the sample items, and the hills and valleys indicating
the user’s preferences, we color the surface to resemble a to-
pographical map. Therefore, we use a function that assigns
colors to particular levels of elevation while ensuring smooth
transitions between them. This way, we aim at further facilitat-
ing the user’s perception of the landscape and how it reflects
the varying interests. Items are depicted with the help of movie
posters directly on the map. Recommended items are addi-
tionally highlighted by means of a magenta-colored margin.
Recommendations are also shown in the area at the bottom

of the screen in form of a more conventional list. When the
user hovers over an item on the map or in the recommendation
list, the detail area is immediately updated and reveals further
information on the respective movie (e.g. title, director, plot
description and tags). Note that this content-related data is
only used to provide users with additional information, and
is not involved in the process of creating the visualization
or generating recommendations. Finally, there is a palette
showing several tools that may be used to perform interactions
within the working area. Each tool has two functionalities that
correspond to the left and right mouse button, respectively:

1. Raise/Dig: This tool can be used to shape the landscape,
i.e. to create hills (left-click) and valleys (right-click) within
the quadratic boundaries of the map. If selected, the mouse
cursor shows a shovel icon and a small round white area
surrounding the cursor indicates where the surface will be
altered when clicking? (see also Figure 3). The highest or
lowest possible elevation is thereby restricted through the
linear mapping of predictions onto height values.

2. Rotate/Pan: As known from many 3D applications, this
tool allows the user to rotate the entire perspective or to pan
through the landscape.

3. Show/Hide: Inspired by [59], this tool helps to explore the
item space in more detail. In case the user wants to see
more than the initially shown samples, he or she can bring
up additional items by left-clicking on the map (see also
Figure 4). Then, the most popular of the five items closest
to the cursor gets added. Right-clicking on an item already
shown in turn removes this item from the map, which is
particularly useful in case the map gets too crowded.

Independent of the tool currently selected, the user can always
zoom in and out by using the mouse wheel.

Implementation Details

For implementing the process described, we first use the
Stochastic Gradient Descent algorithm* from the Apache Ma-
hout® library. This well-proven implementation of a stan-
dard MF algorithm allows us to derive the latent factor model
used for calculating item similarities and rating predictions
with performance up to standard (RMSE of 0.80 using 10-fold
cross validation). As background data, we utilize the Movie-
Lens 20M Dataset® containing about 20 million ratings from
137000 users given to 27000 movies. In principle, our ap-
proach may also be applied to other domains such as books,
music, or any other type of commercial goods, in particular
because CF, which is the underlying basis for our approach,
is generally regarded as domain-independent. However, the
Movielens datasets are well-established within RS research,
and, from our point of view, an appropriate means to show
that our approach works as expected for experience products.

3Depending on the demonstrator’s configuration, changes to the
landscape are fed back into the recommendation process either con-
tinuously triggered by every mouse click, or only as soon as the user
feels confident with the manipulations and uses the “Apply Changes”-
button right underneath the palette (Figure 2, D). More details on
how this is done can be found in the previous section.
4ParallelSGDFactorizer (8 factors, 16 iterations, A = 0.001).
5https ://mahout.apache.org/

6http ://grouplens.org/datasets/movielens/20m/
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Figure 2. Screenshot of our demonstrator: Working area (A) visualizing the item space as a quadratic map that includes movie posters depicting the
automatically chosen sample items and represents the user’s preferences by the surface elevation; recommended items (B), which are also shown inside
the landscape as posters highlighted by a magenta-colored margin; detail information on the currently selected movie (C); and a palette (D) of available
interaction tools (in this example, the Raise/Dig-tool is selected, which appears at the position of the cursor in the lower middle part of the screen).

Figure 3. Using the Raise/Dig-tool, the user is able to shape the land-
scape, here by expressing his or her interest through forming a hill.

Figure 4. With the Show/Hide-tool, further items can requested to be
shown in addition to the initially presented samples (inspired by [59]).

This way, we aim at ensuring a sufficient degree of ecologi-
cal validity. Although not necessary for our 3D item space
visualization in general, we additionally enrich the dataset
by importing content-related information as well as movie
posters from the TMDb website in order to provide users with
an appealing and informative presentation of the actual items.

Next, based on item factor vectors derived in the MF learning
phase, we calculate item similarities which go into a MDS
algorithm, resulting in the mapping used to arrange the items
on the surface. Therefore, we rely on an implementation by

7https ://www.themoviedb.org/

the Algorithmics Group®. For clustering the items in order
to determine representative samples, we use a k-means algo-
rithm we implemented ourselves with k = 30. Early qualitative
experiments suggested this number of initial samples to suffi-
ciently represent the item space while not overwhelming users
visually (Figure 2 is print-optimized and shows less samples).
Finally, for visualizing the 3D landscape in our web-based
application, we use the Javascript 3D library three.js®.

EMPIRICAL USER STUDY

To evaluate our approach against the research questions, we
conducted an empirical user study. We were particularly inter-
ested in examining the item space representation and the item
sampling, the presentation of user preferences in form of a
landscape, the interactive tools for shaping the surface, as well
as the effect of these methods at cold-start and with an existing
user profile. To assess the effectiveness of our approach, we
constructed tasks that focus on these different aspects. We
measured the user’s perception of different system quality
factors, especially with respect to subjective recommendation
quality and perceived transparency as well as overall satisfac-
tion and user experience.

Method

Participants and materials: We evaluated our approach using

the demonstration system described in the previous section!”.

8http ://algo.uni-konstanz.de/software/mdsj/
9https://threejs.org/

10The version of our demonstrator used in the study was slightly
different than the one presented in this paper: The interface elements
as well as the coloring of the landscape were more simple, and we
used an earlier edition of the MovieLens dataset (the 10M version,
see http://grouplens.org/datasets/movielens/10m/).
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We recruited 32 (10 female) participants with age ranging
from 18 to 34 (M = 24.22, SD = 3.61). The majority had a
high school (62.5 %) or a university degree (34.4 %). Partic-
ipants were asked to use the demonstrator under controlled
conditions in a lab-based setting. They used a desktop PC
with 24” LCD (1920 x 1200 px resolution) and a common
web browser to interact with the system and to fill in a ques-
tionnaire. The interface was in English, but participants (all
non-native English-speakers) were explicitly allowed to ask
the moderator for translations.

Tasks: The study was structured into three tasks, which were
presented to each participant in the same order:

1. Introductory search and exploration: The first task can be
seen as an introductory task focused on general exploration,
orientation in the item space, and familiarizing with the in-
teraction possibilities. In consecutive subtasks, participants
were asked to explore the map in order to find three movies
fulfilling following criteria: 1a) popular movies (more than
30000 ratings), 1b) movies suitable for children, and 1c)
movies directed by Quentin Tarantino. For each subtask,
three minutes were given. Interaction was restricted to ex-
ploration, i.e. manipulating the landscape was not possible.
No elevations and recommendations were present.

2. Establishing a profile at cold-start: In order to evaluate
our system in cold-start situations, in this task, participants
were asked to express their preferences on a flat surface,
i.e. no profile was initially visualized. Starting from the flat
surface, participants had to use the available tools to shape
the landscape. Participants finished interaction at their own
discretion, whereupon a new profile, and thus a user factor
vector, was created. Resulting recommendations and the
new landscape were presented afterwards to the user.

3. Manipulating an existing profile: This task addressed the
situation where a user wants to manipulate an existing pro-
file according to his or her current preferences. At the begin-
ning of this task, the elevation profile was set up according
to the preferences of an existing user'!. Participants then
had to alter the resulting landscape towards their own prefer-
ences. Recommendations and landscape, i.e. the elevations
on the map, were updated continuously.

Questionnaires and log data: In order to assess the partic-
ipants’ subjective perception, we used a questionnaire that
was primarily composed of different existing constructs!?. At
the beginning of each session, we elicited demographics and
domain knowledge (regarding movies and 3D applications).
Then, subsequent to task 2, we assessed perceived recom-
mendation quality [33], transparency [50], interaction effort
[33] and interaction adequacy [50]. We complemented these
existing constructs with a few questionnaire items generated
by ourselves, primarily regarding aspects very specific to our
approach (e.g. comprehensibility of the landscape and the po-
sitions of recommended items inside, perceived controllability

' We carefully selected three existing user profiles from the underlying
MovieLens dataset, all very different to each other. Out of these
profiles, one was randomly chosen for each participant. Then, in the
following, we used the corresponding user factor vector.

12We translated questionnaire items to present them in German lan-
guage, sometimes with slightly adapted formulations.

of the recommendation process). Next, following task 3, we
used the same constructs again, but also assessed perceived
control [50] and used self-generated items concerning manip-
ulation of existing profiles. Finally, at the end of each session,
we asked participants some questions regarding their general
impression of the system. For this, we used constructs such
as system effectiveness [33] and perceived usefulness [50], as
well as some additional self-generated items. Across tasks, this
resulted in about 75 items. In addition, to measure usability,
user experience and engagement with the system, we applied
the System Usability Scale (SUS) [8], User Experience Ques-
tionnaire (UEQ) [39] and subscales of Intrinsic Motivation
Inventory (IMI) [54]. All items were assessed on a positive 5-
point Likert scale, except the ones from UEQ (7-point bipolar
scale) and IMI (positive 7-point Likert scale)!>.

In each session, we also logged interaction behavior, i.e. ac-
tions such as selecting tools, shaping the landscape (and how
long this took), or showing/hiding items. In addition, we mea-
sured task times and, especially for task 1, recorded whether
participants were able to accomplish the respective task.

Results

Overall, participants were very satisfied with the system (M =
3.94, SD = 0.76) and enjoyed using it (M" = 5.46, SD = 0.97).
They perceived the recommender as effective (M = 3.72, SD =
0.74) and useful (M = 3.75, SD = 0.76). Table 2 (General
results) shows the results for some selected questionnaire items
from these general constructs, that particularly emphasize the
overall quality of recommendations and the user’s enjoyment
when using the demonstrator.

Table 1 illustrates results with respect to the general constructs
perceived recommendation quality, transparency, interaction
effort and interaction adequacy, which we assessed after task
2 and 3, respectively.

Task 2 Task 3
M SD M SD d

Perceived rec. quality 357 0.89 389 0.60 .42
Transparency 391 1.09 3.63 1.07 .26
Interaction effort* 375 076 321 093 .64
Interaction adequacy 347 0.88 3.61 090 .16

Table 1. Differences between task 2 and 3 with respect to perception of
recommendations and the interaction (* marks the only construct yield-
ing a significant difference, d represents Cohen’s effect size value).

In the following, we address our three research questions by
expanding on these general constructs and, in particular, by
presenting further specific results.

RQI: Visualizing and sampling the item space: Participants
predominantly agreed with the statement that the item position-
ing on the map was comprehensible and found the landscape
helpful for obtaining an overview of the entire item space. Con-
sequently, this facilitated their awareness of possible choice
options. Table 2 (RQ1) summarizes the descriptive statistics.

When participants were asked to explore the item space in
order to find movies fulfilling different criteria in the subtasks

13Mean values of such items are in the following indicated as M.



of task 1, all of them were able to find three movies suitable
for children within the given time limit (1b). Popular movies
could still be successfully found by 88 % (1a), while only
56 % found three movies directed by Quentin Tarantino (1c).
This is also reflected in the time participants needed to ac-
complish the subtasks: Using a one-factorial RM-ANOVA,
we found significant differences, F(2,62) = 32.801, p = .000.
Post hoc comparisons using Bonferroni correction show no
difference between task la (M = 1.46 min, SD = 0.88) and
task 1b (M = 1.25 min, SD = 0.60). Howeyver, the subtask of
finding movies directed by Tarantino took significantly more
time (M = 2.70 min, SD = 0.88) than the two others (p < .01).

When we asked participants whether they would use the sys-
tem in different search situations, we again found significant
differences, F(1.38,43.01) =21.010, p = .000. Participants
rated the system as very useful for situations where they would
have no (M = 3.91, SD = 1.25) or only a vague search goal
in mind (M = 4.06, SD = 0.98). Here, post hoc comparisons
denote no significance difference. In contrast, participants
stated that they would use the system significantly less likely
(p < .01) in situations with a concrete search goal, i.e. for
known-item search (M = 2.44, SD = 1.48).

RQ?2: Presenting preferences and recommendations: As al-
ready presented in Table 1, perceived recommendation quality
and transparency were assessed very positively (no significant
differences between task 2 and 3). In addition, the items more
specific to our approach reported in Table 2 (RQ2) confirm
that the landscape helped participants to understand how their
preference profile was represented within the system and that
they understood why items had been recommended.

To compare the two tasks, we also assessed the comprehen-
sibility of the generated landscape, i.e. the elevations on the
map representing the estimated preferences. We found a sig-
nificant difference (#(31) = 2.37, p < .05). In task 2, were
participants started from a flat surface, they stated that they
understood why the landscape was finally generated the way
it was (M = 3.94, SD = 0.91). When manipulating a profile
from another person in task 3, the comprehensibility was rated
lower (M = 3.41, SD = 1.04). Cohen’s d, however, suggests
only a moderate effect size (d = .54).

RQ3: Interactively manipulating a preference profile: The
general construct assessing perceived control over the system
yielded satisfying results (M = 3.54, SD = 0.94). When look-
ing at specific questionnaire items regarding the quality of
the interaction possibilities provided to express preferences
(Table 2, RQ3), scores were even better: Participants felt to be
able to tell the system what they like/dislike, i.e. in our case
to create hills and valleys, in cold-start situations (assessed
after task 2), and to modify an existing preference profile (as-
sessed after task 3). Overall, participants felt in control over
the recommendation process by manipulating the landscape.

With respect to perceived interaction effort, Table 1 shows the
overall positive results for our system. However, we found
a significant difference between task 2 and 3 (¢(31) = 3.76,
p < .01) with medium effect size. This was not reflected in the
time participants needed to accomplish the tasks: Both took a

statistically similar amount of time, M = 6.48 min (SD = 2.40)
for task 2, and M = 5.53 min (SD = 3.48) for task 3, with a
rather small effect size (d = .32).

In general, as shown in Table 1, interaction adequacy was
assessed equally positive for both tasks (small effect size).
When asked specifically whether they understood how their
interactions affected the landscape, participants seemed also
satisfied, in task 2 (M = 4.00, SD = 0.76) and in task 3 (M =
3.44, SD = 1.24), without significant difference (d = .54).

Also the results for the constructs mentioned before, e.g. over-
all satisfaction, system effectiveness, perceived usefulness and
recommendation quality, show a positive assessment of the
interaction possibilities for manipulating a preference profile.

Usability and user experience: Usability of our demonstrator
was evaluated as good with a SUS-score of 75. On the different
scales of the UEQ, we received promising results (ranging
from 0.84 to 2.10), in particular, for perspicuity (1.66, good),
stimulation (1.56, excellent) and novelty (2.10, excellent).

Demographics and domain knowledge: Participants generally
stated that they love movies (M = 3.91, SD = 0.78), and 75 %
reported that they regularly use sites like IMDb or Rotten
Tomatoes for searching further information. Participants were
not very familiar with standard 3D applications (M = 2.25,
SD = 0.62), e.g. Google Earth or 3D computer games. The
expertise with professional 3D applications such as 3DS Max
was, as expected, even lower (M = 1.41, SD =0.61). However,
we did not find any noteworthy influence of demographics or
domain knowledge on our dependent variables.

Discussion

Overall, the study results suggest that our approach provides
users with an easy to understand 3D visualization of item
space and preferences. Although we built on model-based CF,
which is generally considered to be a rather opaque technique,
participants were able to make sense of the generated map
and the positioning of items on the map. Relying only on
the hidden semantics of latent factors, the initial selection of
representative samples appeared to be a good starting point for
further exploration. Observed interaction behavior shows that
the interaction tools provided, e.g. the possibility to request
more items, also contribute to participants quickly getting an
overview. Consequently, they were able to successfully accom-
plish search tasks although the overall number of items in the
dataset was large. As expected, our approach performed better
in situations with a more general search direction in mind
than for known-item search. Looking for concrete items could
however easily be supported by providing additional search
functionalities. Our study, in contrast, has shown that using
a latent factor model without any content information seems
especially of value in different, yet very common situations
where users are searching with respect to “soft” criteria.

With respect to representation of their preferences, as well as
the means provided to establish or manipulate the underlying
profile, participants were also satisfied. Using the elevation
profile of the map to visualize the user’s preferences seemed
to be supportive in order to reveal how the user is represented
within the system. Furthermore, this way being able to set



Item M SD
The positioning of movies inside the landscape was comprehensible. 3.31 0.90
RQI1 The presentation of movies inside the landscape helped me getting an overview of the item space. 391 093
The recommender system makes me more aware of my choice options. 391 0.93
RQ2 The landscape helped me to understand my user profile within the system. 3.63 1.07
I think the landscape helped me to understand why the movies have been recommended to me. 3.69 0.93
The recommender system allows me to tell what I like/dislike. 397 1.12
RQ3 The recommender system allows me to modify my taste profile. 3.72  0.96
I felt to be in control over the recommendation process by manipulating the landscape. 3.69 0.97
The recommender system gave me valuable recommendations. 3.97 0.90
General results The recommender system helped me find the ideal item. 4.00 0.76
I enjoyed using the system very much.} 547 1.02
Using the system was fun to do.t 5.38 1.26

Table 2. Mean values and standard deviations for selected questionnaire items, grouped by our research questions (f indicates items assessed using a
positive 7-point Likert scale, in all other cases, a positive 5-point Likert scale was used).

recommended items in relation to the rest of the item space,
appears to positively influence perceived recommendation
transparency. This is reflected by the fact that participants
stated to understand why recommendations were shown at cer-
tain positions. The moderate significant difference regarding
comprehensibility of the landscape between task 2 and 3 is
likely a result of initially presenting a profile from another
person in the latter case. Since preferences from a completely
different profile might still have influenced the results after
participants finished the interaction, it seems reasonable that
they perceived the landscape as slightly less comprehensible.

Explicit user feedback is often very sparse and motivating
users to state their preferences, for example, by means of rat-
ings, is known to be difficult [19, 16]. In this light, it seems
particularly promising that participants felt in control over our
system while enjoying the interaction. Thus, shaping the land-
scape by creating hills and valleys appears to be an appropriate
means for expressing preferences. This is also supported by
the positive results in terms of interaction adequacy, usability,
and user experience. The significant difference between task 2
and 3 with respect to perceived effort may again be ascribed to
the fact that participants had to manipulate an existing profile
in the latter case, which is likely to be a more complex task
than starting from a flat surface. In addition, the continuous
updates of landscape and recommendations in task 3 may also
have contributed to perceiving the effort to be slightly higher.
Thus, although the scores are still in a satisfactory range for
both tasks, further investigation will be needed to account
for the different task settings. Either way, participants were
satisfied with the resulting recommendations, both when they
started to establish a preference profile as well as when they
had to manipulate an existing one.

CONCLUSIONS AND OUTLOOK

To answer the research questions posed at the beginning of
this paper, we introduced a novel 3D visualization with a
landscape of hills and valleys in order to represent a large
item space, show the user’s preferences in that space, and
allow him or her to manipulate the underlying model. We
implemented a demonstrator that indicates the usefulness of
our approach—also in cold-start situations. In the user study
we conducted, we obtained promising results concerning our

research questions, and especially regarding perceived trans-
parency, recommendation quality, user enjoyment, and degree
of control users are able to exert over the system.

Apparently, a latent factor model inferred by MF from ratings
as they are customary in CF may not only serve to calculate
accurate recommendations, but also conveys semantics that
can be revealed to the user. While this is in line with earlier
research [53, 13], we show that latent factors may be a legiti-
mate source for positioning a large number of items on a map
that users perceive as comprehensible. Without requiring any
content-related data, preferences can both be presented and
successfully elicited with respect to regions of the item space
the user is particularly interested in—independent of knowing
and rating specific items. Although MF-based methods are
typically intransparent due to their statistical nature, our study
suggests that using a modern visualization technique together
with representative sample items, supports users in understand-
ing the representation of their preferences within the system,
i.e. the user model, and the resulting recommendations.

Despite the potential shown by our interactive recommending
approach based on conventional model-based CF, it is in princi-
ple independent of algorithms and background data. In future
work, we therefore aim at using recommender algorithms other
than MF, mapping and sampling techniques besides MDS and
k-means, and also further datasources, e.g. content information
instead of or in addition to ratings. This goes along with our
goal of implementing the approach in a different domain or
in a cross-domain scenario, where the need to deal with more
heterogeneous data as well as a larger number of items is even
more apparent. Furthermore, there is room left for improve-
ment with respect to the visualization and interaction concept.
For instance, additional samples could immediately be shown
when zooming in. Also, the usage of a map metaphor may be
further exploited, e.g. by highlighting regions on the map and
labeling them with tags. In general, one can think of using
entirely different interaction mechanisms or even a tangible
user interface. Finally, while the present user study focused on
a proof-of-concept, we are also interested in conducting more
in-depth comparisons, in particular with a baseline system as
well as other state-of-the-art interactive RS and visualizations.
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