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ABSTRACT

A user’s trust in recommendations plays a central role in the
acceptance or rejection of a recommendation. One factor that
influences trust is the source of the recommendations. In
this paper we describe an empirical study that investigates
the trust-related influence of social presence arising in two
scenarios: human-generated recommendations and automated
recommending. We further compare visual cues indicating the
expertise of a human recommendation source and its similarity
with the target user, and evaluate their influence on trust. Our
analysis indicates that even subtle visual cues can signal exper-
tise and similarity effectively, thus influencing a user’s trust
in recommendations. These findings suggest that automated
recommender systems could benefit from the inclusion of so-
cial components—especially when conveying characteristics
of the recommendation source. Thus, more informative and
persuasive recommendation interfaces may be designed using
such a mixed approach.
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INTRODUCTION

Trust in recommendations is a key aspect in the user’s inten-
tion to follow them [32, 2]. One of the factors that influen-
ces the perceived trustworthiness of recommendations is the
source, i.e. the person or system providing them [31, 6, 34].
In online situations, recommendations are typically genera-
ted by automated Recommender Systems (RS), which are a
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commonly-used instrument to tackle the information overload
users encounter on the Internet. However, platforms where hu-
mans provide advice and recommendations to users also exist.
There is an increasing number of systems where both automa-
ted recommendations and human-generated recommendations,
e.g. in the form of online reviews, are available. This raises
interesting research questions, such as which recommendation
sources are considered more trustworthy by users and what
are the factors that influence users’ trust.

It has been shown that the bare social presence, which emer-
ges in situations where humans provide recommendations, can
already have a positive impact on trust [6]. Trust further de-
pends on perceived traits of the recommendation source, such
as expertise and similarity towards the receiver of recommen-
dations [14]. In addition, relying on users with strong social
ties to the active user when generating recommendations has
shown great potential in fostering system-based trust [30, 33].
However, human recommendation givers on online platforms
are typically not known to the user. Thus, an important ques-
tion in cases where recommendation sources are anonymous
is which information about the recommendation source can
affect—either positively or negatively—the user’s trust.

In this paper, we present our ongoing work regarding trust in
recommendation sources with socially-weak ties. In particular,
we seek to answer the following research questions:

RQ1: Is the depiction of an anonymous user avatar for the
recommendation source sufficient to cause a perception of
social presence?

RQ2: Can the expertise and similarity of a recommendation
source be conveyed successfully through subtle visual cues?

RQ3: Do the perceived expertise and similarity of an ano-
nymous human recommendation source influence trust in
recommendations?

We present the results of an empirical study in which we
compared the effects of a recommendation interface, which
claimed to show users personalized recommendations provi-
ded either by a human or an automated RS, on the perception
of social presence. Furthermore, we altered visual cues slig-
htly by showing (1) an iconic face when a human was the
recommendation source, and (2) arrows pointing up/down to
indicate a high/low expertise or similarity. Our results show
that, although the visual elements we used were rather subtle,
they were mostly able to influence users’ perceptions regar-
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ding the recommendation source’s social presence, expertise,
and similarity.

To summarize, in this paper we contribute to the research field
of trust in recommendation sources by:

e presenting results of a mid-scale survey (n = 88) that com-
pares the user’s perception of other users and automated RS
as recommendation source;

e introducing a structural equation model incorporating the
user’s perceived similarity and expertise of the recommen-
dation source and their influences on trust; and

e discussing implications for future interface design to foster
trust in RS.

The following sections are organized as follows: First, a re-
view of related research is given. Subsequently, we introduce
our method for comparing the nature and properties of recom-
mendation sources. Our results are presented and discussed
thereafter. Finally, we conclude by summarizing the implicati-
ons derived from our results, the limitations, as well as further
research directions.

RECOMMENDATION SOURCES

Besides aspects such as the presentation of recommendati-
ons and their accuracy in meeting the user’s preferences, the
source of a recommendation and how the user perceives it
can also influence the acceptance of recommendations [30,
29, 31, 33]. A general way to differentiate between recom-
mendation sources is to describe them as either personal or
impersonal [29, 31]. Personal sources are directly bound to
human beings as provider of recommendations. An example
for recommendations by personal sources are word of mouth
recommendations [8, 14, 19]. Impersonal sources, on the other
hand, are automated systems or sources that are not explicitly
communicated to the user.

Personal and impersonal sources can provide personalized or
non-personalized recommendations. Thus, four recommenda-
tion categories can be differentiated [29]: a personal source
providing personalized recommendations (e.g. recommendati-
ons by friends), a personal source providing non-personalized
recommendations (e.g. user product reviews), an impersonal
source providing personalized recommendations (e.g. typical
RS), and an impersonal source providing non-personalized
recommendations (e.g. a public product advertisement).

Recommendations from a personal source can be further sub-
divided based on their tie strength. The tie strength between
social peers describes the strength of their relation and the
degree to which they know each other [20, 19]. Prior research
in personal recommendation sources has focused mostly on
sources with strong social ties towards the active user, e.g.
friends, and often claimed recommendations by personal sour-
ces with a strong tie strength to be superior to personalized
recommendations provided by an impersonal source [30, 31,
1]. However, it remains unclear whether, and under which
circumstances, the same applies to personal sources with wea-
ker tie strengths. Only few attempts have been undertaken to
compare personal sources to those generated by an impersonal
RS (e.g. [18, 25, 5)).

When it comes to the accuracy of preference predictions, auto-
mated RS in general seem to perform better than users [18, 25].
However, this might be true only under certain circumstances.
A study conducted by Krishnan et al. [18] showed that automa-
ted RS were more accurate in their recommendations, but only
on average. Humans were found to be superior in recommen-
ding for preference profiles that lay outside the mainstream.
A small number of expert users, who had a high knowledge
of the item domain, was even able to outscore the automa-
ted system overall. While Krishnan et al. mainly focused on
accuracy, they also suggest further dimensions for which it
seems worthwhile to compare performances of humans and
automated systems, namely diversity, novelty, and the trust a
user has in the recommendations and recommendation source,
respectively.

Trust is a multidimensional construct and a vast variety of
terminology has been used to describe it. In this paper we
follow the interdisciplinary model of trust in online situations'
of McKnight et al. [22, 21]. Based on the well-established
theory of reasoned action [10], this model explains mecha-
nisms that lead to trust-related behavior, such as making an
online purchase, sharing information with someone, or taking
advice. Before trust-related behavior is performed, trusting
intentions must be present. Trusting intentions directly des-
cribe the willingness and probability of a person to commit to
a trust-related behavior. Three central constructs, which are
interconnected among each other, are central for establishing
trusting intentions: disposition to trust, institution-based trust,
and trusting beliefs. The disposition to trust describes the
general trusting stance and overall trustfulness of a person. A
person’s faith in humanity constitutes an example for disposi-
tion to trust. Institution-based trust, on the other hand, arises
in certain situations and depends highly on the environment
in which the trust-related behavior is going to take place (e.g.
the trust in the Internet security during an online purchase).
Finally, trusting beliefs concern characteristics of the trustee.
According to McKnight et al. [21], integrity (the trustee’s reli-
ability and honesty), benevolence (favorable motives based on
altruism, such as goodwill) and competence (the trustee’s ge-
neral ability to fulfill the truster’s needs) constitute the trusting
beliefs.

These characteristics align with other literature on trust, even
though the terminology partly differs. In this sense, compe-
tence can be linked to a trustee’s expertise [24, 34], which is
often considered a key factor regarding trust towards an infor-
mation source [13, 14]. Integrity, on the other hand, aligns
with trustworthiness [24, 34]. Trustworthiness is sometimes
also linked with benevolence, describing the willingness to
share information and general goodwill of the trustee [21, 12].
Trusting beliefs can also concern a recommendation provider
as special case of information source. Then, expertise descri-
bes the general ability of providing accurate recommendations,
while trustworthiness focuses more on whether a recommen-
dation provider is unbiased when creating recommendations
[34].

INote that this regards situations of initial trust only, i.e. when no
long-term trust relationship has been established yet.



However, other aspects undoubtedly influence a user’s trusting
beliefs with respect to a recommendation source as well. One
is the perceived similarity, also termed homophily [13] or affi-
nity [14], between provider and receiver of recommendations
[14, 34]. The effectiveness of perceived similarity is highly
dependent on context and the situation in which a recommen-
dation appears. Moreover, a higher similarity may sometimes
lead to a decrease in the perceived trustworthiness [34]. In
online situations, where the recommendation giver cannot be
met in person, the degree of perceived social presence may
affects a user’s trust and reuse intention as well [6].

Several studies have investigated how such traits can effecti-
vely be conveyed by a RS. Herlocker et al. [15] found that
increasing transparency, €.g. by explaining the reasons that
led the system to recommend certain items, also increases the
users’ perceived trustworthiness of recommendations. More
recently, Pu et al. [27] proposed a trust model for RS that
aims to raise the perceived trustworthiness of predictions by
explaining the advantages and trade-offs of each recommen-
ded item. Bonhard et al. [3] evaluated a movie recommender
interface that visualized the recommendation giver’s similarity
to the target user in terms of shared interests and rating overlap.
Their results show that users favored recommendations from
people similar to themselves.

Besides, explicitly depicted traits of a recommendation source
(especially expertise and similarity) seem to have seldom been
subject of research regarding trust in RS.

METHOD

We conducted a user study consisting of two consecutive expe-
riments under controlled conditions. Both experiments were
based on a between-subject design. Under different condi-
tions, distinct visual hints were provided regarding (1) the
indication of the recommendation source itself, i.e. personal
vs. impersonal, and (2) a personal recommendation source’s
degree of expertise and similarity. For all conditions we used
the prototype described at the end of this chapter.

We recruited 88 participants (45 female) with an average age
of 25.6 (SD = 0.52). Most of them were students (45) or em-
ployees (35). To interact with the RS prototype and to answer
questionnaires, participants used a common web browser on
a desktop PC (24” LCD-screen with a 1920 x 1200px resolu-
tion). In the following, we describe the experimental setup,
prototype system, procedure as well as the questionnaires used
in the study.

Initial Setup

Before beginning the first experiment, participants were asked
to fill in an online questionnaire. This was used to evaluate
prior knowledge of the domain using items from Knijnenburg
et al. [16]. In addition, we assessed the participant’s dispo-
sition to trust and institution-based trust using constructs by
McKnight et al. [21]. We also asked participants to state
general demographics.

Subsequently, participants were asked to complete a prelimi-
nary task that served for eliciting personal preferences. For
this, 10 popular movies had to be rated on a 5-point scale.

Movies were shown in random order and users could skip
movies that were unknown to them. This is a common method
known to yield good results [7] and that is frequently used in
comparable user studies. Based on these ratings, user profiles
were calculated according to [28].

First Experiment

Conditions: In the first controlled experiment, we wanted to
compare the users’ perception of personalized recommendati-
ons generated by personal and impersonal sources with respect
to its influence on the perceived social presence (see RQ1).
In particular, we defined four conditions with the following
indications regarding the recommendation source:

Conventional impersonal RS (RS?)

Personal source without further information (User¢"el)
Personal source with indication of high expertise (User®?)
Personal source with indication of high similarity (Users™)

Procedure: First, participants were randomly assigned to one
of the conditions above. Participants in conditions User'eutral
User®®, and User*™were told that their initially elicited prefe-
rence were being sent to a specifically selected person sitting
in the next room. Said person would then manually select and
transmit back appropriate recommendations, which could be
visualized afterwards. Even though our RS generated recom-
mendations instantly in the background, the recommendation
process was delayed artificially in order to simulate a manual
selection process and thus introduce some realism. Based
on the results of a pre-study, we limited the delay to 46 se-
conds, which was shown to be realistic while not appearing
too tiresome. To add further realism, a loading screen was
displayed during this waiting period, which consecutively de-
picted four processing steps: (1) 'Searching user.’, (2) 'User
received preferences.’, (3) "User selects items to recommend.’,
(4) ’Receiving recommendations.’. Participants in condition
RS“°were presented with recommendations instantly.

Independently of the particular condition, 5 of the top-10
recommendations generated by a standard recommendation al-
gorithm (explained later in this chapter) were shown to the user.
Additionally, specific information about the recommendation
source were depicted. For the three conditions with a personal
recommendation source, one of two? iconic user avatars was
shown randomly. In conditions User®”and User*""'the avatar
was combined with symbols indicating either high expertise
or high similarity, respectively.

After participants had examined the recommendations and
visual cues about the recommendation source closely, they
were asked to rate recommendations and fill in a questionnaire.
We used instruments by Gefen and Straub [11, 12] to measure
the perceived social presence. The tie strength was assessed
using constructs from Money et al. [23]. In addition, general
recommender performance was measured using the ResQue
evaluation framework introduced by Pu et al. [26]. In order to

2Even though we used gender-neutral avatars the depicted nicknames
were not necessarily gender-neutral (Maria463 and Alexander721).
We assigned participants randomly to one of these two profiles to
alleviate gender-based biases as much as possible.



measure trust-related effects caused by the variation of recom-
mendation sources, we used constructs for trusting beliefs and
trusting intentions by McKnight et al. [21].

Second Experiment

Conditions: In the second experiment, we focused solely on
recommendations generated by a personal source. We wan-
ted to inspect the influence of a sources’ indicated expertise
and similarity in more detail (see RQ2). Variation of both
constructs yields, again, four conditions:

e Indication of high expertise and high similarity (Exp1Sim?)
e Indication of high expertise and low similarity (Exp1Sim)
o Indication of low expertise and high similarity (Exp|Sim?)
e Indication of low expertise and low similarity (Exp|Sim])

Procedure: After each participant was assigned randomly to a
condition, the same waiting process was simulated as in the
first experiment. Participants were again presented with the
aforementioned cover story that their preferences were being
shown to a selected person. Thereafter, the remaining 5 of
the generated top-10 recommendations were displayed. This
time visual hints for both characteristics of the recommen-
dation source were shown. Similarly to the first experiment,
participants were asked to rate the recommended items after
examining them and the recommendation source thoroughly.
The same questionnaires as in the first experiment were used
here, albeit with minor changes. Specifically, we replaced
constructs measuring the perceived social presence with items
by Feick and Higie [9] evaluating perceived expertise and
similarity.

Prototype

The same prototype was used in all experimental conditions.
Its interface was designed to contain as little visual distractions
as possible. Visual hints about recommendation source and
its characteristics changed depending on the condition and
served as independent variables in our setup. Recommendati-
ons for all conditions were generated using a standard Matrix
Factorization (MF) [17] algorithm. We chose movie recom-
mendations as our target domain. We used the MovieLens
20M dataset®, which consists of 20000263 ratings for 27278
movies provided by 138493 users on a 5-point scale to calcu-
late the underlying MF model. See Figure 1 for a screenshot
of the prototype used during condition ExptSim/|in the second
experiment.

RESULTS

In the following, we present the results of our evaluation on
how to influence user’s initial trust by varying the aforemen-
tioned recommendation source’s traits. First, we provide a
general description of the sample’s properties followed by an
in-depth analysis of the two experiments conducted. In the
last step, we utilize Structural Equation Modeling to reveal
structural relationships between variations in the recommen-
dation source’s properties and trust-related constructs. We
set the statistical significance level to oo = .05. For post hoc
comparisons, we used Tukey-Test.

3http://grouplens.org/datasets/movielens/20m/
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Figure 1. A screenshot of the used prototype. It shows a view during the
second experiment in condition Exp1Sim,|. Currently a tooltip is shown
for the similarity.

General

Overall, participants reported that they had an average know-
ledge about movies (M = 3.11, SD = 1.1) and a rather high
trust in technology (M = 3.85, SD = 0.54). The general
disposition to trust another person was rated relatively high
(M = 4.64, SD = 1.24) while institution-based trust was rated
moderately (M = 3.45, SD = 0.93).

First Experiment

Checking for differences between groups, we found a weak
indication of sample selection bias, F(3,84) = 2.65,p =
.05, nﬁ =.09. Post hoc tests revealed that participants in con-

dition User’™ had a significantly lower dispositional trust
than the ones in User®”, p = .041. As a result, in order
to maintain internal validity, the follow-up analyses were
carefully controlled for the effect of the confounding vari-
able disposition to trust. We found no significant differences
for the other trust-related antecedent institution-based trust,
F(3,84) =1.13,p = .342,1],% = .04. We conducted a one-
way MANCOVA, with disposition to trust as a covariate, to
compare the effect of personal vs. impersonal recommenda-
tion (i.e. condition) sources on non-static trust-related con-
structs, i.e. trusting beliefs and trusting intentions, as well
as perceived social presence and use intentions. The esti-
mated marginal means for the four conditions are presen-
ted in Table 1. The multivariate effect with F(12,246) =
1.26,p = .421, n; = .05 for condition was not significant. Ho-
wever, we concluded that further explorative analyses could
lead to meaningful insights. Analyzing the between-subject
effects, we could observe that condition has a small effect
on social presence, F(3,83) = 2.59,p = .058,1112, = .086.
Although the covariate’s overall effect was not significant,
F(4,80) =1.5,p = .209, nl% = .07, inspection of the between-
subject effects yielded a significant influence on trusting inten-
tions, F(1,83) = 4.96,p = .029,n2 = .06. On average, par-
ticipants rated the quality of each of their recommendations
with M = 2.9 (§D = 0.85) on a 5-point scale. No differences
between groups could be identified.

Second Experiment

For the second experiment, we used one-way MANOVA to test
the effect from condition, i.e. the variation of similarity and ex-
pertise of a personal recommendation source, on perceived ex-
pertise, perceived similarity, trusting belief, trusting intentions
and use intentions. See Table 2 for descriptive statistics. The
multivariate effect for condition was significant, F(15,246) =



Table 1. Estimated Marginal Means and Standard Error for all depen-
dent variables surveyed during the first experiment.

Impersonal Personal
Rsauto Usereutral — (ygereXp Usersim
Construct M SE M SE M SE M SE

Social presence 2.81 0.25 3.48 025 3.1 0.26 252 0.26
Trusting beliefs 4.51 0.28 4.47 0.28 461 0.28 3.85 0.28
Trust. intentions 4.06 0.25 4.04 0.25 3.97 0.25 3.45 0.25
Use intentions 3.17 0.21 337 021 337 021 285 0.21

2.22,p = .006, 77,% = .12. Inspecting the univariate ANOVAS,
we could observe significant influences on perceived expertise,
F(3,84)=4.44 p=.006, n[% = .14, and a tendency for percei-
ved similarity, F(3,84) = 2.01,p = .12,1% = .07. Post-Hoc
tests indicate that perceived expertise was rated significantly
higher for ExptSimtthan for Exp|Sim|(p = .006) as well as
ExplSim?(p = 0.27). Comparable to the results of the first
experiment, the average rating for each recommendation was
assessed with M = 2.9 (SD = 0.93). Again, there were no
differences between groups.

Table 2. Mean Values and Standard Deviations for all dependent varia-
bles surveyed during the second experiment.

ExplSim| ExptSim| ExplSimT Exp1Sim?t
Construct M SO M SD M SD M SD

Perc. Expertise 2.76 1.01 3.17 1.19 291 0.87 3.72 0.59
Perc. Similarity 2.09 0.92 22 096 271 1.08 254 0.89
Trusting Beliefs 3.86 1.76 4.3 1.72 424 13 438 1.23
Trust. Intentions 3.29 1.41 354 16 4.06 143 39 1.33
Use Intentions 298 13 28 11 324 12 32 09

Structural Equation Modeling

Since we were particularly interested in deriving suggestions
about how and which properties of the recommendation source
influences trust into the recommendations (see RQ3), we used
Structural Equation Modeling (SEM) to further investigate
the effect that the degree of similarity and expertise have on
trust-related constructs.

Our theoretical model is displayed in Figure 2. It yiel-
ded a good fit with the data (}(2(106) = 126.059, p = .089,
CFI = 982, TLI = .977, RMSEA = 0.046). The model in-
dicates that displaying whether a recommendation source is
an expert or not (condition) significantly influences perceived
expertise. However, with R? = .10 the amount of explained va-
riance is rather low. Similarly, perceived similarity towards the
recommendation source is influenced by indicating similarity
in the interface (condition). Disposition to trust additionally
significantly predicts perceived similarity. Together, condition
and disposition to trust account for 20% of the variance in
perceived similarity (R* = .20).

Both perceived expertise and perceived similarity are related
to trusting beliefs with R?> = .73. While there is no direct
effect from disposition to trust toward trusting beliefs (f =
0.06, p = .416), there is a significant indirection via perceived
similarity (f = 0.08, p = .05) resulting in a total effect of
B =.13, p=.054.

Trusting intentions is directly influenced by trusting beliefs
and perceived similarity. Some portion of the predictive power
from perceived similarity, however, gets mediated by frusting
beliefs yielding an indirect effect of B =0.187, p = .012 and
a total effect of B = 0.445, p < .001. Another mediation is
present for perceived expertise via trusting beliefs (B = 0.501,
p < .001). Combined with the non-significant direct relation
(B = —0.118, p = .292), the model achieves a total effect of
B =0.384, p = .001. Finally, one can observe a significant
total effect (B = 0.189, p = .01) from disposition to trust
on trusting intentions when combining the non-significant
direct (f = 0.132, p = .052) and indirect (f = 0.06, p =
.055) influence via the route perceived similarity and trusting
beliefs. Put together, all influencing variables yield an amount
of explained variance of R> = .78.

DISCUSSION

The SEM (Figure 2) shows that the conditions during the
second experiment had a significant influence on perceived ex-
pertise and perceived similarity of the recommendation source.
This is especially noteworthy given that the conditions only
featured minor visual differences: small arrows next to an icon
for each trait. The implication is that these subtle indications
were indeed persuasive. Following the paths of our SEM furt-
her, one can observe that perceived expertise and perceived
similarity influenced the user’s trusting beliefs and trusting
intentions. Thus, it seems theoretically possible to control
the user’s trust in recommendations by only manipulating the
depicted expertise and similarity of a recommendation source.
This also seems to hold for the perceived social presence du-
ring the first experiment. Here the condition had an influence
on the perceived social presence, even though the measured
effect was rather low.

With respect to our initial research questions, our findings
seem promising. The depiction of an iconic user avatar influ-
enced the perceived social presence (RQ1). Moreover, provi-
ding indications of expertise and similarity had an impact on
the perception of these traits (RQ2). Finally, these traits were
shown to influence the users’ trust (RQ3).

As stated above, the condition comparing indicators of exper-
tise and similarity had influence on perceived expertise and
perceived similarity. However, condition only accounts for
roughly 10% of variance in both. We ascribe this to the fact
that users in our setting had no real explanation of these traits
other than simple icons with labels. It follows that the main
portion of variance was caused by factors not identified in our
model.

While perceived expertise and perceived similarity, taken to-
gether, have a notable influence on trusting beliefs, perceived
similarity also directly affects trusting intentions. If trusting
intentions is composed of the willingness to share information
[21], the direct relation can be explained as follows: One is
more likely to share information with a seemingly similar per-
son than with an expert. Trusting intentions thus appear to be
more reciprocal than trusting beliefs.

Since the mean values for perceived similarity are, overall,
lower than for expertise (see Table 2), we assume that it’s



Perc. Expertise -0.12* (0.38)
0.27* (R2=.10)
0.67+*
A 4
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Figure 2. Structural Equation Model for Experiment 2. Independent (exogenous) variables are marked in blue, moderators in orange, dependent
(endogenous) variables in green. We report corrected [3-weights for direct effects. If present, corrected -weights for total effects are reported in

brackets.

harder to convey similarity. This is further underlined by the
fact that, even though we found an influence of condition to
perceived similarity in the SEM, there was no significant cor-
relation in ANOVA. We conclude that the measured perceived
similarity is a borderline case: While users indeed perceived
some degree of similarity depending on the visual indications,
they need more information about a recommendation source
than we presented to really decide if there exists an overlap in
interests with respect to the target domain. Interestingly, our
definition of similarity, which is based on rating behavior (see
tooltip in Figure 1), aligns with often-used phrases used for
providing explanations in automated recommender systems,
e.g. “Similar users also bought...”. Considering our findings,
we question whether phrases like these are effective enough
means to convey similarity in a plausible way. It might thus
be beneficial to explore the influence of richer visual elements
like, for instance, those found by Bonhard and Sasse [4].

When examining descriptive values in Table 1, the highest
average perceived social presence can be found in condition
User"®™al  Both other conditions of personal sources are
lower in tendency, with the condition User**"also showing
significant differences. This is surprising because similar vi-
sual indicators for the source were used. The trend continues
when examining other mean values of the condition User™”.
Strangely, all values were lower in their tendency compared
with other conditions. Even though we do not have a final
explanation for this effect, we assume it is the result of some
form of bias that we were unable to measure. (Note that we
identified disposition to trust as a confounding variable, which
we subsequently integrated as a covariate into our analyses.)

CONCLUSIONS AND OUTLOOK

In this paper we have introduced a user study to compare
personal and impersonal recommendation sources and the in-
fluences of traits of personal recommendation sources on a
user’s trust in recommendations. When comparing distinct
personal sources with different traits, we found that the recom-
mendation provider’s expertise and similarity to the target user
do influence the latter’s trust in the recommended items. We

further investigated how traits of a personal recommendation
source can be conveyed visually. In particular, we showed that
very subtle visual cues are sufficient to trigger perceptions of
social presence, expertise and similarity towards a recommen-
dation source. In addition, we add evidence that perceptions
of these traits can increase a user’s trust in recommendations.

These findings yield several interesting implications. In sys-
tems that already exploit personal recommendation sources,
subtle indications of expertise and similarity might be conside-
red for increasing the user’s trust in the generated predictions.
In such systems, these traits may also serve as criteria for
deciding which peers to select as candidates for providing
recommendations. In systems that do not rely on personal
recommendation sources, including elements for conveying
social features could be considered. This is due to our findings
that social presence alone may increase trust in the recommen-
dations.

Our approach has some limitations. The effects of highlighting
properties regarding the recommendation source on the users’
perceptions have been of minor significance. This might be
due to the very subtle elements we used. Nonetheless, the
perceived expertise and similarity clearly have a significant
influence on building short-term trust. In order to further
increase this influence, additional trust-building traits of the
recommendation source could be depicted visually. Here, rela-
ted literature indicates traits such as the source’s benevolence
or its integrity as possible candidates. However, depicting
these traits might not be as straightforward and could require
the development of more sophisticated visual elements. For
the future, we are thus interested in further investigating me-
ans to communicate properties of recommendation sources
effectively. We also plan to integrate them with automated
recommender functions, which may lead to interesting reci-
procal effects.
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