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Abstract

We introduce TagMF , a model-based Collaborative Filtering method that aims at increasing transparency and offering
richer interaction possibilities in current Recommender Systems. Model-based Collaborative Filtering is currently the
most popular method that predominantly uses Matrix Factorization: This technique achieves high accuracy in recom-
mending interesting items to individual users by learning latent factors from implicit feedback or ratings the community
of users provided for the items. However, the model learned and the resulting recommendations can neither be explained,
nor can users be enabled to influence the recommendation process except by rating (more) items. In TagMF , we enhance
a latent factor model with additional content information, specifically tags users provided for the items. The main con-
tributions of our method are to use this integrated model to elucidate the hidden semantics of the latent factors and to
let users interactively control recommendations by changing the influence of the factors through easily comprehensible
tags: Users can express their interests, interactively manipulate results, and critique recommended items—at cold-start
when no historical data is yet available for a new user, as well as in case a long-term profile representing the current
user’s preferences already exists.

To validate our method, we performed offline experiments and conducted two empirical user studies where we com-
pared a recommender that employs TagMF against two established baselines, standard Matrix Factorization based on
ratings, and a purely tag-based interactive approach. This user-centric evaluation confirmed that enhancing a model-
based method with additional information positively affects perceived recommendation quality. Moreover, recommen-
dations were considered more transparent and users were more satisfied with their final choice. Overall, learning an
integrated model and implementing the interactive features that become possible as an extension to contemporary sys-
tems with TagMF appears beneficial for the subjective assessment of several system aspects, the level of control users
are able to exert over the recommendation process, as well as user experience in general.

Keywords: Recommender Systems, Collaborative Filtering, Interactive Recommending, Matrix Factorization, Tags,
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1. Introduction

Recommender Systems (RS) based on Collaborative Fil-
tering (CF) have been shown to be effective means for
leveraging the “wisdom of the crowd” to identify items that
are potentially of interest to a user. They support users in
finding items that match their personal preferences from
very large sets of items, such as, for instance, consumer
goods, documents, or movies [1, 2]. From an information
provider’s perspective, a major advantage of CF recom-
menders lies in the fact that only feedback the community
of users provided for the items—explicitly expressed via
ratings or implicitly acquired through user actions—is re-
quired as input data [3]. Considerable advances have been
made in recent years with respect to the objective perfor-
mance of CF systems as measured by common accuracy
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metrics in retrospective offline experiments [4]. However,
it has been observed that high offline recommendation ac-
curacy (i.e. accurately predicting which items should be
recommended to a user) does not necessarily lead to a
commensurate level of user satisfaction [5, 6, 7]. Since
CF algorithms are considered already quite mature, the
small incremental improvements that still seem possible
with respect to algorithmic precision are thus not likely to
be particularly beneficial for users. Consequently, other
evaluation metrics have been discussed to assess the qual-
ity of recommendation sets, for example, diversity, nov-
elty, and serendipity [8, 9]. Beyond that, one important
aspect that may contribute to actual user satisfaction is
the degree of control users have over the systems [6, 10].
Yet, from a user’s perspective, the ways to influence the
generation of recommendations in today’s automated RS
such as the ones used by Amazon [11] or Netflix [12] are
mostly very limited. Usually, the only means to actively
influence the results is to provide explicit feedback about
the items’ relevance, i.e. rating or re-rating single items.
Among others, this raises the risk of users being stuck in
a “filter bubble” [13] as the recommendations are increas-
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ingly constrained to items similar to those the current user
has rated positively in the past. This well-known effect
makes it difficult to become aware of hidden alternatives,
to explore new and diverse areas of potential interest, and
to adapt the results towards situational needs and goals
[13, 14]. A further problem can be seen in the general lack
of transparency of contemporary CF recommenders [5, 7].
The methods prevalently used infer abstract models from
the original input data, making it difficult for users to un-
derstand the profile that represents their preferences, and
consequently why certain items are recommended. This,
in turn, may reduce user trust in the system as well as
acceptance of suggested items [5, 15]. Hence, adding more
interactivity to the system and letting users influence the
recommendation process as well as making it more com-
prehensible is increasingly considered an important goal in
RS research [5, 6, 7, 16, 10].

Only more recently, such aspects related to user experi-
ence of RS have begun to attract more attention [6, 17]. In
this line of research, interactive recommenders have been
proposed that use, for instance, metadata such as user-
generated tags to calculate recommendations and to offer
users additional interaction mechanisms [18]. Using tags
has the advantage of relying on concepts that are mean-
ingful to users without requiring explicit item descriptions.
Consequently, eliciting preferences via tags has been shown
to bear the potential for improving user control and com-
prehension [19]. However, tag-based RS [e.g. 19, 20, 18]
have typically been developed independently of established
CF methods. For this reason, such systems cannot benefit
from existing long-term preference profiles based on im-
plicit feedback or rating data. The same applies for most
of the recommending approaches that aim at increasing in-
teractivity in general [e.g. 21, 22, 23]. In particular, they
usually do not exploit model-based CF techniques such as
the widely used Matrix Factorization (MF) [24, 25], which
is known for efficiency and has been shown to achieve high
offline accuracy. On the other hand, models as derived
by MF have only rarely been applied for purposes other
than improving recommendation effectiveness or algorith-
mic performance. What is lacking, therefore, are meth-
ods that combine the accuracy-related benefits of model-
based CF with the easy-to-understand semantics of user-
generated tags.

In this paper, we introduce Tag-Enhanced Matrix Fac-
torization (TagMF), a novel recommendation method that
enhances a MF model with tags that users provided for the
items, and propose several possible applications of TagMF
for realizing interactive recommenders by extending con-
ventional model-based CF systems. MF models repre-
sent both users and items in a joint latent factor space
[24]. Since latent factors are usually learned by statisti-
cally analyzing historical implicit feedback or rating data,
the semantics of these factors are hidden, yet are gener-
ally considered to relate to real-world concepts [24, 26].
For instance, the factors may describe more or less obvi-
ous characteristics such as the “amount of action” a user

appreciates or the “degree of black humor” in a movie.
Once the factors have been learned, latent factor models
allow to accurately predict ratings for items the user has
not yet seen, or to establish a ranking among them. Sev-
eral approaches already exist that employ additional infor-
mation such as context data, predefined or user-generated
content-related metadata, or topics and opinions inferred
from user reviews [e.g. 27, 28, 29, 30, 31, 32, 33, 34]. The
respective methods have been applied with the goal of fur-
ther improving model quality, and as a consequence offline
recommendation accuracy (i.e. how well the predictions
match implicit feedback or ratings provided in the past),
not for exposing the additional information at the user in-
terface. Accordingly, there are currently also no user stud-
ies that show the benefits of enhancing a model-based CF
recommender with additional content information. With
TagMF , we contribute to the state of research by answer-
ing the following research questions:

RQ1: How can additional information be used in model-
based CF systems for . . .
a) eliciting preferences in cold-start situations with-

out requiring the user to rate items?
b) manipulating recommendations resulting from

an existing user profile?
c) critiquing a recommended item while consider-

ing the user’s long-term interests?
d) explaining an existing preference profile?

RQ2: How does additional information affect subjective
system aspects such as perceived recommendation
quality and user experience when compared to . . .
a) an automated recommender based on ratings?
b) an interactive recommender based on tags?

While we use user-generated tags as additional content
information in this paper, our algorithmic method can in
principle be applied to any other type of descriptive item
information. We aim at showing that enhancing MF is not
only beneficial in terms of model quality, but also with re-
spect to user experience. By employing TagMF , users can
interactively express their preferences and control the rec-
ommendation process in a model-based CF recommender
via tags. While ratings stored in an existing user profile
or provided during interaction are still taken into account,
users can by this means indirectly determine their prefer-
ences in the space spanned by the latent factors and inter-
actively adapt the set of recommendations without being
required to (re-)rate items. This is possible both in cold-
start situations, i.e. for new users entering the system who
do not yet have an existing long-term profile, as well as
when a profile based on past user feedback is persistently
available in the system but the user’s needs deviate from
long-term interests. Availability of the current user’s rat-
ing data is not mandatory. Instead, our method requires
as input only a conventional dataset of implicit feedback or
ratings (of other users) as well as item-related tag relevance
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information. From this point of departure, the method al-
lows to derive user-related tag relevance information as
well as tag-factor relations. Thus, users themselves do not
need to have tagged items before, i.e. we do not require to
know a priori how relevant tags are for the current user
as we infer this information. Moreover, integrating the
easy-to-understand semantics of tags in this novel way al-
lows us to open up the “black box” latent factor models
usually constitute for the user. With TagMF , we are able
to establish a general understanding of the factor space,
and to show how users and items are positioned inside
it. As a consequence, users can be presented with explicit
tag-based explanations of their profile representing prefer-
ences they have expressed indirectly with respect to the
nontransparent factor space.

To evaluate our method, we first conducted extensive
offline experiments comprising an analysis of objective per-
formance and a qualitative inspection of a resulting factor
model. Then, in order to validate the application possi-
bilities of TagMF and to examine user experience, we im-
plemented a web-based prototype movie RS that uses our
method for generating recommendations and for providing
users with additional tag-based interaction possibilities. In
two quantitative user studies, we compared this interactive
system both with a conventional automated recommender
that uses MF and with a purely tag-based interactive ap-
proach. To the best of our knowledge, our evaluation hence
forms the first and most extensive empirical examination
of the effects considering additional information has on
CF recommenders to date. Among several promising find-
ings, the results indicate that learning an integrated model
increases perceived recommendation quality, which previ-
ously has only been observed in offline experiments [e.g.
27, 29, 30, 35, 32, 34]. To further analyze aspects related
to user experience, we used Structural Equation Modeling
(SEM) [36]. SEM, a multivariate analysis technique which
is still rarely applied in RS research [17, 16], allowed us
to investigate the influence applying our method has on
the measurement of such aspects and the relationships
between them. The analysis yields interesting insights,
among others, that users perceive recommendations to be
more transparent, and are as a consequence more satisfied
with the item finally chosen, when they can additionally
interact via tags. In general, the results emphasize the
value of considering latent knowledge and (user-generated)
content information at the same time—both for improv-
ing recommendations and extending interactive control in
contemporary RS.

In the following, we first discuss relevant related work.
Next, we describe the methodology behind TagMF in de-
tail, and elaborate on its application possibilities that al-
low to implement interactive RS. Afterwards, we present
our evaluation, including offline experiments and user stud-
ies. Finally, we conclude the paper by discussing the re-
sults and providing an outlook on future work.

2. Related Work

Successful examples of commercial recommenders are
the systems used by Amazon [11] or Netflix [12], which
aim at presenting recommendations that fit well the user’s
general preferences while reducing interaction effort and
cognitive load. However, users might feel too much dom-
inated by the systems, unable to flexibly specify current
interests or to obtain, for instance, more diverse and novel
recommendations. This is particularly true because users
are mostly very limited in their ways to interact with such
automated RS or have no control over the recommenda-
tion process at all, although this might considerably in-
crease user satisfaction [5, 6, 7, 10]. In contemporary CF
recommenders, the only way for users to actively affect the
results is usually by providing explicit feedback in form of
ratings for single items. While this represents a possibil-
ity to exert at least some influence, it does not eliminate
the “filter bubble” effect [13] since the user’s existing long-
term profile is only further refined despite the fact that
the search goal may vary depending on the current situa-
tion. Moreover, considerable effort is required on part of
the user before he or she can obtain adequate suggestions
[37, 38]—especially in cold-start situations, i.e. when no
historical data is yet available for a new user entering the
system or when a user does not want an existing profile
to be applied. Apart from that, notably in real-world sys-
tems, results are often adapted based on implicit feedback,
for example, when users click on interesting items to see
more details [3, 2, 10]. This way, user interaction behav-
ior can be modeled more accurately compared to ratings
[39, 3], but the process tends to become less transparent
and it gets even harder for users to adapt the recommen-
dations towards their situational needs.

2.1. Providing Control and Improving Transparency
In light of these drawbacks, interactive approaches that

focus on increasing the level of user control over the recom-
mendation process and improving its transparency have re-
ceived more and more attention in recent years [40, 41, 10].
For instance, in critique-based RS, users can manipulate
the results by critiquing a suggested item with respect to
product properties they wish to value higher or lower [21].
In contrast to such attempts, MovieTuner [18] does not
require previously modeled metadata. Instead, it solely
relies on user-generated tags allowing to ask for a movie
similar to the currently recommended one—but e.g. less
violent and more funny. For tailoring the critiquing pro-
cess towards the current user, past critiquing sessions can
be taken into account [42]. However, long-term profiles
as they are customary in CF systems are usually neither
considered for adapting the process itself nor do they even-
tually affect the recommendations.

TasteWeights [22], SetFusion [23], MyMovieMixer [43]
and uRank [44] allow to control a RS in a more advanced
manner: Users can interactively vary the influence of dif-
ferent social datasources [22], of various algorithms [23], of
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certain product facets [43], or of extracted keywords [44]
in order to better reflect their current interests. Moreover,
these approaches aim at improving system transparency
through visualizations that support users in understand-
ing why the items were recommended. Related examples
which make even more extensive use of visualization tech-
niques comprise, among others,MoodPlay [45] and Confer-
ence Navigator [46]. A comprehensive overview including
attempts to visualize item space and user profiles can be
found in [40, 10].

While the most popular type of recommender algo-
rithms is CF [2], many of the attempts proposed to in-
crease interactivity and transparency, including the ones
mentioned above, are developed independently of CF: They
typically rely on their own concepts to recommend items
instead of building on the benefits of established model-
based CF techniques that are known for high precision
and efficiency [25]. Consequently, even when available,
past browsing behavior or previously given ratings can-
not be taken into account. Against this background, to
our knowledge, no attempts have been made to extend
a model-based CF recommender into a fully interactive,
user-controlled system.

2.2. Extending Matrix Factorization
Despite the success of MF techniques that learn latent

factor models, RS research has been trying to further in-
crease recommendation quality in terms of objective per-
formance metrics [4, 16]. One promising attempt is to
complement existing ratings with further data. This addi-
tional information may be rather generic, such as implicit
user feedback or temporal relations of ratings [24, 25],
but often, more specific datasources are taken into ac-
count: In [28, 35], predefined content-related metadata
about movie genres or recipe ingredients are exploited.
Other approaches rely on contextual information, for ex-
ample, user age or current season [e.g. 27]. Several au-
thors semantically analyze user-written product reviews
to first infer hidden topics or opinions about the items,
which are subsequently integrated with latent factor mod-
els to improve their quality [e.g. 29, 31, 33, 34]. However,
only few approaches take immediate advantage of user-
generated information such as tags. In these approaches,
the underlying models are enhanced with, for instance,
specific keywords regarding a movie’s mood and plot [30]
or generic social tags [32], but are focused on improving
offline accuracy rather than user control and system trans-
parency. Accordingly, they have not been evaluated in
user studies, leaving the influence on user experience open
for investigation. Besides, there exist indeed approaches
that rely exclusively on tags for the purpose of generating
recommendations, e.g. using graph-based methods [20] or
by directly modeling user preferences based on item-tag
signals [19, 47]. Yet, they are limited since they cannot
benefit from the algorithmic maturity of model-based CF
techniques, and thus the availability of existing long-term

preference profiles based on implicit or explicit user feed-
back data. Moreover, apart from e.g. MovieTuner [18] or
uRank [44], these tag-based RS are again not particularly
designed for giving users more interactive control.

The range of techniques for considering additional in-
formation in CF recommenders is very broad as well. For
standard MF [24], which is closely related to Singular
Value Decomposition (SVD) [48] and thus often referred
to as “SVD-like MF”, not needing imputation and pre-
venting overfitting by means of regularization [49, 25], a
straight-forward way is to add further constraints to the
minimization function that is used to learn the parame-
ters when training the latent factor model. This increases
precision [24, 32], but after having been learned, the la-
tent factors exhibit no interpretable association with the
additional information: The information is calculated into
the factor values in a way that the relationship between
provided data and latent factors, and consequently items,
cannot be made accessible for users anymore. The same
applies to approaches that use additional regularization
terms [e.g. 29, 30]. In contrast, in [28, 35, 33], the in-
formation is explicitly used to establish a content-related
association with the factors: By proposing a regression-
constrained formulation, factors are considered as func-
tions of content attributes. Further techniques for enrich-
ing model-based CF are, among others, extended proba-
bilistic MF [31], deep learning [34, 50], factorization ma-
chines [51], or the generalized variant of MF, tensor fac-
torization [27]. All of these attempts have been shown
to significantly increase the accuracy objectively measur-
able in offline experiments. However, to our knowledge,
there are currently no empirical user studies available that
examine the effects of integrating CF, and in particular
latent factor models, with additional information in terms
of subjective aspects such as perceived recommendation
quality and variety, or user experience in general.

2.3. Exploiting Latent Factor Models
Overall, the usage of latent factor models has rarely

been exploited for purposes other than improving effec-
tiveness or performance of RS. Nonetheless, while cold-
start situations in CF have mostly been addressed algo-
rithmically [e.g. 52, 53, 54, 55], some exceptions rely on
the factor space to interactively elicit initial user pref-
erences, for instance, in a choice-based manner [56, 57].
Likewise, latent factors may contribute to diversify a rec-
ommender’s output [e.g. 58]. Moreover, notably without
the need for explicit content information, they can provide
a basis to visualize the item space, e.g. in form of a map
[59]. Recently, this metaphor has been extended to a 3D
landscape, where the additional dimension represents the
current user’s interests and allows to interactively express
preferences, both with and without an existing profile [60].

In cases where MF has been actually enhanced with ad-
ditional information as described in Section 2.2, this has
primarily served to improve accuracy, not for exposing the
additional content information at the user interface. One
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of the few exceptions is [61], where user and item char-
acteristics are explained by visualizing the importance of
tags according to their correlation with the factors. In [62],
a first step towards automatically explaining latent factors
in textual form has been taken by associating them with
topics inferred from unstructured data. Nevertheless, fac-
tors as derived by MF can still be considered overall hard
to explain due to their statistical nature, and it seems par-
ticularly difficult from a system perspective to relate them
to an intelligible meaning [24]. Besides, it can be seen
as a more fundamental problem of model-based CF that
users typically lack deeper understanding of the underly-
ing mechanisms [5, 7, 15]. For these reasons, latent factor
models have yet only rarely been suggested as a means to
improve interactive control and transparency in RS.

2.4. Evaluating Recommender Systems
While aspects related to user experience are increas-

ingly considered important for RS research [6, 7, 17], still
only few evaluations go beyond measuring performance
in retrospective offline experiments [16]. Especially rec-
ommenders enhanced with additional information such as
tags have not yet been extensively analyzed in empirical
user studies. In order to evaluate the user’s perception
of system and recommendations, the framework proposed
in [17] constitutes an important means to explain, among
others, how subjective system aspects (e.g. perceived rec-
ommendation quality) mediate the impact of objective sys-
tem aspects (e.g. differences in algorithms) on user expe-
rience. Advanced multivariate analysis techniques such
as SEM that allow to investigate the underlying relation-
ships are however only rarely used in RS research although
they have been considered particularly useful for evaluat-
ing user experience [17, 16]. Exceptions have analyzed, for
instance, effects of objective system aspects on perception
of results [17, 63], influence of choice-based preference elic-
itation compared to a conventional rating phase [57], how
the number of recommended items affects choice difficulty
and satisfaction [64], and how diversification based on la-
tent factors may improve these aspects [58]. As already
pointed out, it has however not yet been empirically ex-
amined how considering additional information in model-
based CF actually influences user experience.

2.5. Summary
In summary, it seems promising to extend MF in a

way that latent factors can be associated with concepts
users understand. Consequently, users could be enabled
to interactively control the recommendation process ac-
cording to their situational needs—both in cold-start sit-
uations as well as with an existing preference profile—and
be presented with explanations of their formerly opaque
representation within the factor model. In this regard, it
appears of particular interest to investigate the impact on
the subjective assessment of system aspects such as rec-
ommendation quality and on user experience in general.

3. Methodology

In this section, we describe TagMF , a method to en-
hance a model-based CF recommender that relies on com-
mon user-item interaction data, i.e. implicit feedback or
explicit ratings users provided for the items, with addi-
tional content information, specifically tags assigned to
items by the user community. We show how to learn a
model that integrates this item-related tag relevance in-
formation in order to subsequently derive corresponding
user-tag relevance scores as well as tag-factor relations1.

In CF, user-item interaction data is usually represented
by means of a typically sparse user-item matrix R∈R|U |×|I|.
By conventional notation, each entry of R represents a rat-
ing rui given by user u∈U to item i∈I, where U is the set
of users and I is the set of items [2, 25]. Note that possi-
ble values for rui may differ depending on the application:
Typically, the values are numerical ratings (e.g. 1–5), but
R may also contain binary implicit feedback data.

Standard SVD-like MF (see Section 2.2) reduces the di-
mensionality of R by learning a latent factor model which
then serves to generate recommendations [24, 25]. This
model approximates R through two low-rank matrices,
P ∈ R|U |×|F | and Q ∈ R|I|×|F |, where F is a set of latent
factors2. The user-factor matrix P and the item-factor
matrix Q can be trained using optimization algorithms
such as Stochastic Gradient Descent or Alternating Least
Squares, which are able to efficiently handle sparse matri-
ces [24, 25]. A user’s u (calculated) interest in a particular
factor f is then numerically expressed by entry puf of P
while entry qif of Q describes the extent to which item i
possesses this factor. Consequently, with users and items
being mapped into the same factor space [24], the inner
product of a user-factor vector pu and an item-factor vec-
tor qi captures the interaction between user and item, and
thus allows to predict the rating r̂ui of user u for item i.
Overall, this results in:

R ≈ PQT (1)

As our method is in principle independent of algo-
rithmic details, we omit elaborating on e.g. regularization
terms and refer to the literature [e.g. 24, 25] for a general
and more extensive introduction to MF.

3.1. Integrating Item-Related Tag Information
Since a latent factor model derived as described above

cannot be directly integrated with additional information,
we need to add further constraints. Initially following the
approach proposed in [28] (see Section 2.2), we comple-
ment a SVD-like MF algorithm by extending Q with item-
related information. For this, we use tag relevance scores

1The basic principle of our method was introduced in the poster
publication of [65]. Now, we describe the method in more detail and
subsequently discuss the possibilities to actually apply TagMF in
common model-based CF systems.

2The number of factors (typically 10 to 100) has to be specified
before the actual factorization.
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for items relying on a set of tags T , and define iA∈R|I|×|T |
as a matrix representing how strongly items relate to tags:
Each entry ait of iA describes on a continuous scale from
0 (not relevant) to 1 (very relevant) the degree to which a
tag t is relevant for an item i. However, we additionally
extend P and define uA∈R|U |×|T | to also represent user-
tag relations, i.e. tag relevance scores for users. From that,
we redefine the original MF model given in (1) as follows:

R ≈ PQT = uAuΘ(iAiΘ)T, (2)

where uΘ ∈ R|T |×|F | associates tags with factors as seen
from user side and iΘ∈R|T |×|F | is the equivalent for items.
In fact, this represents a regression-constrained formula-
tion of the MF problem, where each factor is a function of
the content attributes.

Additional content information may only be available
either for users or for items. In [28], for instance, content-
related metadata explicitly defined for the items has been
taken into account (see Section 2.2). Since we aim at en-
hancing MF with tags users provided for the items, we as-
sume that item-related tag relevance information is known
a priori, and the corresponding matrix iA has been deter-
mined separately with a suitable method. In principle,
this relationship between items and additional informa-
tion can be quantified using any type of attribute that
relates to both user information space and item informa-
tion space in a meaningful way. The only requirement is
that a numerical representation can be derived so that the
entries of iA hold the respective relevance scores for items
on a continuous scale. Information on which specific users
applied which tags is however not required a priori: In
contrast to matrix iA, we consider the corresponding ma-
trix for users, uA, to be unknown. Consequently, we treat
the whole term uAuΘ implicitly at this step by just learn-
ing the user-factor matrix P as known from standard MF.
With this constrained equation, we can now formulate the
following minimization problem as done in [28]:

min
P,iΘ

∑
(u,i)∈K

(rui − pTu
iΘTai)2 + λ

(∑
u∈U

‖pu‖2 + ‖iΘ‖2), (3)

with λ controlling the extent of regularization and K be-
ing the set of all user-item tuples for which user feedback
(e.g. ratings) exists. We then apply a gradient descent
algorithm with learning rate µ to minimize the error:

pu ← pu + µ
(∑

i∈Ku

(rui − pTu
iΘTai)iΘTai − λpu

)
iΘ← iΘ + µ

(∑
(u,i)∈K

(rui − pTu
iΘTai)aip

T
u − λ

iΘ
) (4)

3.2. Deriving Tag-Factor Relations for Users
At this point, we have transferred the abstract factor

semantics into a comprehensible information space utiliz-
ing a regression-constrained approach on the item side.
Although we considered tag relevance scores to be known

only for items, we can now establish a relationship between
users and tags, enabling us later to let users specify their
interests via tags and to explain their profile to them.

For this purpose, we apply the learned relationship be-
tween tags and latent factors to the user side. This is
possible as the way a MF model is learned (see above) en-
sures per definition that both users and items are mapped
into a joint factor space [24]. Thus, each factor f ∈F re-
flects a certain characteristic that has the same (hidden)
semantic meaning for both users and items [24, 26]. The
regression coefficients hence describe tag-factor relations
in general, for users as well as for items. Accordingly, the
implicitly assumed uΘ is equivalent to iΘ, such that:

uΘ = iΘ =: Θ (5)

As a consequence, uA is now the only unknown left.
Based on our problem formulation, its row vectors au should
hold the equivalents of the item-related tag relevance scores
from iA with respect to users. In accordance with (2), we
thus solve for uA:

P = uAΘ ⇔
P = uAUΣVT ⇔

uA = PVΣ+UT ⇔
uA = PΘ+

(6)

Since Θ is generally not a square matrix, we have to
calculate its pseudoinverse Θ+ (i.e. the Moore-Penrose
generalization of the inverse matrix [66, 67]) first by ap-
plying SVD [48], yielding U ∈ R|T |×|T |, Σ ∈ R|T |×|F | and
V∈R|F |×|F |. Consequently, Θ+ is defined as VΣ+UT.

The general interest of user u with respect to all tags
provided by the user community is now expressed by vec-
tor au of uA, which is easy to understand and basically
the calculated counterpart of the given item-tag relevance
scores introduced in Section 3.1.

Finally, since ΘΘT holding the general tag-factor re-
lations in (2) is a square diagonalizable matrix, we can
represent it in terms of eigenvalues and eigenvectors using
eigendecomposition:

R ≈ uAΘΘT iAT

≈ uAUΣVTVΣTUT iAT

≈ uAUΛUT iAT

(7)

The diagonal matrix Λ contains the eigenvalues of ΘΘT

in non-increasing order. The eigenvectors in U hold the
importance of every tag with respect to a certain direction.
Since ΘΘT is symmetric, eigenvectors are chosen orthog-
onal to each other. Latent factors are thus incorporated
into the tag information space by stretching it along the
eigenvector directions according to the magnitude of the
corresponding eigenvalues.
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4. Application Possibilities

In this section, we describe several ways TagMF can be
applied so that users may take benefit of tags in RS that
rely on common model-based CF. The integrated model of
latent factors and additional content information derived
using our proposed method gives us the opportunity to
access the previously abstract user-factor and item-factor
vectors in a much more comprehensible manner: User pro-
files and item descriptions now comprise information re-
lated to both latent factors and user-generated tags. Thus,
as the tag concept is easily understood by users, we can
exploit the enriched vectors for several purposes: Among
others, users may actively adjust their own user vector,
i.e. indirectly determine their position in the latent factor
space, in an interactive manner by means of tags according
to their current situation. More concretely, in relation to
the research questions formulated in Section 1, we enable
users to . . .

• select a small number of tags to express preferences
at cold-start instead of rating items up front (RQ1a),

• weight tags to manipulate recommendations gener-
ated based on their existing user profile (RQ1b),

• critique a recommended item to receive suggestions
that also take their profile into account (RQ1c),

• examine their preference profile by means of tag-
based explanations (RQ1d).

In the following, we describe in detail how TagMF can
be applied to realize interactive RS that support users in
the different cases.

4.1. Eliciting Preferences at Cold-Start
In cold-start situations, users typically have to rate a

certain number of items before CF recommenders can reli-
ably predict their interests [38, 55] (see Section 2). When
employing TagMF , new users can, in contrast to a con-
ventional preference elicitation phase, be asked to select a
(small) number of preferred tags to establish a user profile.

For this, we initialize a new user-tag vector au for a
user u entering the system as follows:

aut =
{

1 if tag t has been selected by user u
0 else

(8)

By multiplying this vector au with UΛ1/2 (see (7))
holding the tag-factor relations, we obtain a regular user-
factor vector. Now, to generate recommendations, this
vector auUΛ1/2 can be used the same way as if the vec-
tor pu representing the user profile in standard MF had
been derived exclusively based on ratings. This means we
calculate its inner product with the item-factor vectors as
shown in the introductory description in Section 3 (see also
[24, 25]).

4.2. Manipulating Recommendations
For a user u with an existing preference profile based

on explicit ratings or implicit behavioral data, i.e. a vector

pu is already available, usually the only means to influ-
ence the recommendations in model-based CF systems is
to (re-)rate single items (see Section 2). However, when
au is derived by TagMF in the learning phase as described
in Section 3.2, the user can additionally manipulate the
entire result set in an interactive manner by means of tags
provided by the community of users. This may support
users in obtaining alternative suggestions, for instance, in
case their long-term profile differs from actual interests or
the recommendation list lacks diversity and novelty.

To this end, we define a weight vector wu∈ [0, 1]|T | that
is supposed to capture user feedback in form of weights for
tags, where 0 means no and 1 maximal interest of user u
in tag t. For instance, a user who in the current situa-
tion is interested in action-packed movies that moreover
contain a little more black humor than the ones usually
recommended to him or her, may set the weights of the
tags “action” and “black humor” to 1 and 0.5, respectively.
This vector wu can be then added to au in order to cal-
culate recommendations based upon this update to the
existing user profile. Consequently, we extend the origi-
nal formulation (see again Section 3 as well as [24, 25]) as
follows:

r̃ui = (au + πwu)UΛUTai, (9)

with π ∈ R representing the degree to which the weight
information is considered: We adaptively set π to 0 when
the current user has not applied any weights, otherwise
to ‖au‖

n · ‖wu‖, with n ≤ |T | being the number of tags
already weighted by the user. Thus, when he or she sets
all n weights to the maximum value, they have the same
influence as au itself, i.e. both vectors are of equal length.

Provided users have any means to manipulate the val-
ues of wu, e.g. sliders or spinners, the set of recommen-
dations initially generated based on their long-term pro-
file can now be continuously adapted in realtime, allowing
them to interactively explore the effects of their preference
settings, and, among others, to escape a potential “filter
bubble”. Thereby, we in principle do not longer predict ac-
tual ratings: Only at the beginning, when all values of wu

are set to 0, r̃ui effectively approximates rui. Instead, we
combine the user’s general preference structure with the
operationalization of his or her current interests or situa-
tional (e.g. mood- or activity-based) needs wu, that he or
she has expressed with respect to the tags by interacting
with the system.

4.3. Critiquing a Recommended Item
Employing TagMF makes it further possible for users

to interact with model-based CF systems in a more dis-
crete fashion, resembling the well-known critiquing ap-
proach [21] (see Section 2.1). As in MovieTuner [18],
an interactive variant based on user-generated tags imple-
mented as part of the MovieLens3 platform, we are able

3https://movielens.org/
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to let users request items that are overall similar to a cur-
rently recommended item i, but represent some selected
dimensions less, equally or more strongly. This way, spe-
cific context-dependent or situational aspects of the search
and decision process can be taken into account. For in-
stance, in case the movie “Apocalypse Now” is shown, a
user might apply the tag-based critique “less dark”, lead-
ing to “Saving Private Ryan” being suggested.

However, since our method builds on MF, we can addi-
tionally exploit the current user’s long-term profile. As a
consequence, results presented after critiquing are not only
related to the critiqued item (generally similar, but differ-
ent with respect to applied critiques), but take to some
degree this user’s general interests inferred from past user-
item interaction data into account as it is customary for
CF recommenders. Thus, considering the example from
above, it might be that a user who tends to enjoy comedy
more than other genres is presented with e.g. the movie
“M*A*S*H” instead of “Saving Private Ryan” as a new
recommendation. Moreover, the latent information avail-
able when using TagMF may influence the critiquing pro-
cess in a way that resulting recommendations also reflect
more subtle item characteristics that cannot be taken into
account solely relying on explicit tag data.

Eventually, on condition that meaningful tags are some-
how selected and presented as critique dimensions, it is
necessary to reflect the critiques a user u has applied with
respect to these tags to the currently recommended item
i. For the implementation of this interaction mechanism,
we combine the item-tag vector ai with the user-tag vector
au to a new vector ac by performing the following steps4:

1. We scale ai to the length of au, yielding a′i. This
ensures that in the end, we can still use ac on the
user side for generating recommendations.

2. Assuming that u likes the current suggestion due to
very specific characteristics of i, we keep only val-
ues of a′i that are two standard deviations above the
mean of a′i. All other entries are set to 0. Thereby,
we avoid too homogeneous entries in ac as it might
be the case when just directly averaging all values
of a′i and au to combine them, which would lead to
results neither related to i’s characteristics nor u’s
profile.

3. We use a weighted average to combine a′i with au, in-
tegrating a′i with higher weight (here 60%) in order
to more strongly reflect i’s similarity to the items in
the new result set. As the critiquing process contin-
ues, the weights may be dynamically adjusted.

Now, to generate recommendations, the resulting vec-
tor ac can be used the same way as au before (see previous
subsections). These recommendations are simultaneously
geared towards i’s characteristics as well as u’s general in-
terests regarding the tags. To also fulfill the user’s critique
he or she has interactively applied, we employ the linear-
sat variant of the critique distance (i.e. the difference of i

4We decided for the reported configuration due to pretests.

along the selected critique dimensions to the other items)
as proposed in [18].

4.4. Explaining a User Profile
In systems relying on MF, users typically express their

preferences indirectly with respect to the nontransparent
latent factor space, e.g. through ratings for single items.
The result are abstract user-factor vectors, making it diffi-
cult to explain a user’s profile. This can also be considered
a common and more general issue in model-based CF. Our
method, in contrast, allows to provide users with explicit
tag-based explanations of the typically opaque representa-
tion of their long-term preferences within the model: As a
consequence of taking additional content information into
account, we can automatically determine those tags that
are most important to an individual user—even if he or
she never tagged any items.

For this purpose, we exploit that with TagMF , user-
factor vectors are related to both latent knowledge and
user-generated content, and thus become much more mean-
ingful. Concretely, we utilize the matrix uA holding the
user-tag relations in order to explain the user representa-
tion as learned from historical user-item interaction data
in textual form. When uA is derived according to our
method, this is independent of the tags a specific user ac-
tually has assigned: As described in Section 3.2, we derive
tag-factor relations for all users by first learning the rela-
tionship between tags and latent factors, and then apply-
ing it to the user side. Hence, we can identify the most im-
portant tags for each user, even in the common case where
he or she has not provided any tags but only conventional
feedback (e.g. ratings). Thus, for the current user u, we
select the n tags scoring highest in the corresponding user-
tag vector au, and present them as a description of his or
her long-term interest profile.

5. Evaluation

In order to answer the research questions posed in Sec-
tion 1, we extensively evaluated TagMF both in offline
experiments and empirical user studies.

First, to provide a basis for addressing RQ1, we per-
formed offline experiments comprising an analysis of ob-
jective performance as well as a qualitative inspection of
a resulting latent factor model. These experiments were
supposed to show validity and general effectiveness of our
method for enhancing model-based CF with additional
content information.

Next, to analyze our method’s actual impact on users
and to investigate the extended interaction possibilities
provided, we conducted two empirical user studies: In the
first study, we focused on the usage of TagMF for eliciting
preferences in cold-start situations (RQ1a) and interac-
tively manipulating recommendations that result from an
existing user profile (RQ1b). In the second study, we in-
vestigated how TagMF can be applied to integrate model-
based CF with critiquing, taking the recommended item
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as well as the current user’s long-term interests into ac-
count (RQ1c). For these quantitative studies, we built
an interactive web-based prototype movie RS that imple-
ments TagMF . To specifically examine the influence on
subjective system aspects and user experience, we then
performed a comparison with an automated recommender
based on standard MF using ratings (RQ2a) in the first
study, and with a tag-based interactive approach similar
to MovieTuner (RQ2b) in the second one.

In the following, we describe all parts of this three-fold
evaluation, concluding each with a detailed discussion that
addresses the respective research questions.

5.1. Offline Experiments
Earlier experiments by others (see Section 2.2 and [e.g.

27, 29, 30, 35, 32, 34]) suggested that considering addi-
tional information improves accuracy of model-based CF
recommendations as measured by common offline evalua-
tion metrics. To confirm these findings and to validate our
method’s effectiveness, we as well analyzed the objective
performance5.

Moreover, while latent factors are generally considered
to represent real-world characteristics [24, 26], we con-
ducted a qualitative inspection of a factor model derived
by means of TagMF to investigate whether automatically
learning tag-factor relations according to our method ac-
tually leads to comprehensible and meaningful results.

5.1.1. Setup
In order to perform the experiments we used a Sto-

chastic Gradient Descent MF algorithm6 based on [68] as
a baseline. We extended this implementation of a com-
mon SVD-like MF algorithm according to our method as
described in Section 3. As datasource for items as well
as associated ratings and user-generated tags, we used
the well-known MovieLens 20M dataset for ratings and
the MovieLens Tag Genome dataset for item-tag relevance
scores7. We then created an intersection of these datasets
reducing them to items included in both, leaving us with
10 370 movies, 19 800 443 ratings and 11 697 360 tag rele-
vance scores.

To run the performance analysis, i.e. to objectively
compare standard SVD-like MF with TagMF in terms of
recommendation accuracy, we used the RiVal benchmark-
ing toolkit8 introduced in [69]. With this toolkit, we com-
puted Root Mean Square Error (RMSE) [4] and Normal-

5First results of offline experiments have been shown in the poster
publication of [65]. Now, we present additional and more extensive
experiments, among others with a newer and larger dataset.

6ParallelSGDFactorizer from the Apache Mahout recommender
library (http://mahout.apache.org/).

7The MovieLens 20M dataset contains about 20 million ratings
from more than 138 000 users for over 27 000 movies; The Movie-
Lens Tag Genome dataset contains item-tag relevance scores for over
10 000 movies and 1 100 user-generated tags (https://grouplens.
org/datasets/).

8http://rival.recommenders.net/

ized Discounted Cumulative Gain (NDCG) [4], a popular
ranking metric from Information Retrieval.

5.1.2. Analysis of Objective Performance
First, we examined the influence of different basic con-

figurations on objective recommendation accuracy using
10% subsamples of users and 5-fold cross validation. We
trained the standard MF and the TagMF models with 20
factors. For TagMF , we considered a limited number of
the 50 most popular user-generated tags from the under-
lying dataset as additional training data. Figure 1 shows
the experimental results for a comparison of standard MF
and TagMF in terms of RMSE and NDCG@10 which we
calculated as described above, varying the number of iter-
ations and the regularization parameter λ when training
the respective model.
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Figure 1: Comparison of standard MF and TagMF in terms of RMSE
and NDCG@10 for different number of iterations and settings for λ.

Looking at these results, it seems that enhancing MF
with additional information according to our method is
beneficial. TagMF yields overall superior results both in
terms of RMSE and NGCG@10. Furthermore, the results
obtained with TagMF are rather stable. In contrast, iter-
ating more often over the training data leads to decreased
performance for standard MF.

Second, with 1% subsamples of users, we performed
another comparison of standard MF with TagMF , now
varying the number of latent factors and the number of
tags additionally considered in TagMF . Following further
pretests, we used 30 iterations and set λ = .03. Then,
we again performed 5-fold cross validation, yielding the
RMSE and NDCG@10 results reported in Figure 2.

Overall, it again becomes apparent that considering
additional information improves objective accuracy of MF.
When using 50 tags or more, RMSE is lower for TagMF
independent of the number of latent factors. NDCG@10
shows similar behavior, yielding equally promising results.

5.1.3. Qualitative Inspection
Enhancing a model-based CF recommender with addi-

tional content information according to our method may
also help to gain a better understanding of the latent fac-
tor space9. Applying eigendecomposition as described in

9We have briefly discussed this in the poster publication of [26].
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Figure 2: Comparison of standard MF and TagMF in terms of RMSE
and NDCG@10 for different number of latent factors and tags.

Section 3.2 yields information on the importance of each
dimension of the factor space and its relationship to the
tags. Consequently, by examining the most positively and
negatively related tags, respectively, we can obtain a more
general understanding of what is expressed by factors de-
rived automatically by means of MF.

Table 1 illustrates an example for relationships learned
between factors and tags, resulting from a TagMF model
trained on the MovieLens 20M dataset with 20 factors and
20 user-generated tags: Positive and negative values de-
scribe strength and direction of these relations. They ex-
press how strongly certain characteristics are represented
within the respective factors, thus denoting their individ-
ual meaning. Apparently, the underlying semantics can be
easily interpreted: For instance, while both factor 4 and 5
express characteristics related to “fantasy”, factor 4 has a
very negative and factor 5 a very positive relation to the
tag “action”. Accordingly, these two factors correspond to
very different kinds of fantasy movies. This observation
can be underpinned by extracting representative items for
the respective factors, i.e. which have highest values in the
item-factor matrix iAUΛ1/2 (see Section 3.2). Here, for ex-
ample, “Wizard of Oz” (factor 4) and “Star Wars: Episode
IV – A New Hope” (factor 5) are clearly in line with the
observed semantics.

5.1.4. Discussion
The offline evaluation generally shows that enhancing

MF with additional information seems indeed beneficial in
terms of objective recommendation quality. This is con-
sistent with earlier retrospective offline experiments (see
Section 2.2), validating the work of others [e.g. 27, 29,
30, 35, 32, 34] and providing a basis to further investigate
RQ1.

With the rather limited subsamples of rating data used
in our analysis, the decreasing accuracy of standard MF in
Figure 1 compared to the largely stable results of TagMF
is likely attributed to overfitting: Additional tag-based in-
formation appears to contribute more to control overfitting
than increasing λ for standard MF. Also, as can be seen
in Figure 2, the number of latent factors clearly has an
influence on the performance of standard MF: The results
improve with more factors and become stable only with 15

to 20 factors, while this parameter does not seem to affect
TagMF to a large degree. With the amount of training
data used, the number of tags incorporated according to
our method seems to be the predominant factor for model
quality. Nevertheless, with few tags (25 and 50), RMSE
for TagMF goes up slightly when increasing the number
of factors. Apparently, the variance in the factors cannot
be covered sufficiently by the tags when there are fewer
tags than factors. Thus, more factors appear to require
considerably more tags to ensure consistently high model
quality. Accordingly, in the example in Table 1, each factor
is strongly related to multiple tags. However, parameter
tuning in general, and e.g. determining an optimal ratio of
factors to tags, is subject to future work. Overall, while
observed differences between standard MF and TagMF are
rather small independent of the number of tags taken into
account (see again Figure 2), one can expect them to signif-
icantly increase when using a larger set of ratings. Then, as
the data-generating function gets more complex, including
more factor dimensions can be assumed to gain impact.

The qualitative inspection of the integrated TagMF
model suggests that additional information may actually
contribute to opening up the “black box” such models usu-
ally constitute for users in CF systems. The derived re-
lations seem useful for the purpose of explaining latent
factors through easily comprehensible user-generated tags.
Moreover, the regression-constrained formulation (see Sec-
tion 3.1) allows to gain insights on how users and items are
positioned inside the latent space.

As shown in Table 1, we found items to be represen-
tative for the different dimensions and their relationship
to the tags. With TagMF , latent factors are related to
the tag information space by eigenvectors and eigenvalues
(see Section 3.2), making it possible to translate positions
for users the same way as for items. Thus, the method
we use to derive user-tag relations (see again Section 3.2)
ensures that users are assigned to equally meaningful po-
sitions. Accordingly, we proposed in Section 4.4 how to
exploit these user-tag relations to select tags that explain
a user’s long-term preference profile, thereby addressing
the corresponding research question (RQ1d). While our
approach consequently appears to be indeed a promising
means to present users with explicit tag-based descriptions
of their—in model-based CF typically nontransparent—
preference profile, further validating this application pos-
sibility seems necessary.

5.2. Empirical User Study I
We performed the first user study to examine the in-

fluence considering additional information has on users in
model-based CF systems, and to evaluate the interactive
features that become possible by using TagMF in compar-
ison to a conventional recommendation process10.

10This study has in large parts been presented in [70]. Now, we
present more results and additional insights.
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Table 1: Example for automatically learned relationships between latent factors (rows) and user-generated tags (columns): The five most
important factors are shown together with positively (green) and negatively (red) related tags, as indicated by U. The factor importance (in
brackets in the left-most column) is equal to the values in Λ1/2. Representatives for each factor are automatically determined by extracting
the movies (with at least 10 000 ratings) that score highest for the respective factor in the actual item-factor matrix iAUΛ1/2.
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1
(1.66) 0.25 0.38 -0.14 0.47 -0.20 0.16 0.14 0.04 -0.27 -0.15 -0.09 0.17 -0.26 -0.03 0.15 -0.19 0.06 -0.36 0.11 0.24

The Shining,
Taxi Driver,

A Clockwork Orange

2
(1.51) -0.11 -0.12 0.02 -0.34 0.12 0.21 0.26 0.12 0.27 -0.13 -0.02 0.14 -0.30 0.22 0.36 -0.51 -0.06 0.09 0.14 -0.21

Natural Born Killers,
Brazil,

Beetlejuice

3
(1.30) 0.10 0.11 -0.13 -0.63 -0.10 0.11 -0.06 0.07 -0.16 0.06 -0.07 0.21 -0.03 -0.16 0.18 0.17 -0.11 -0.05 -0.07 0.59

Amélie,
Sin City,
Magnolia

4
(1.21) -0.39 -0.06 0.24 0.12 -0.16 0.00 0.03 -0.12 0.50 -0.22 0.05 0.14 0.29 -0.17 0.17 0.02 -0.08 -0.04 -0.48 0.19

Wizard of Oz,
Willy Wonka & the Chocolate Factory,

The NeverEnding Story

5
(1.17) 0.44 0.17 0.01 0.13 -0.11 -0.29 -0.16 0.01 0.44 0.10 -0.12 -0.27 -0.42 0.15 0.02 -0.16 0.01 -0.05 -0.20 0.28

Star Wars: Episode IV – A New Hope,
Hobbit: An Unexpected Journey,

Thor: The Dark World

5.2.1. Goals
First, we laid our focus on validating application possi-

bilities of TagMF : For examining the value of user-generated
tags as a means to elicit preferences at cold-start (RQ1a)
and to interactively manipulate recommendations based
on an existing user profile (RQ1b), we implemented them
according to Section 4.1 and 4.2, respectively, in our a
web-based prototype movie RS. Next, since we were inter-
ested in comparing the impact of additional information
on subjective system aspects and resulting user experi-
ence to an automated rating-based CF recommender as
it is common today (RQ2a), we formulated the following
hypotheses contrasting this baseline and TagMF :
H1: TagMF improves perceived quality of recommenda-

tions.
H2: TagMF improves satisfaction with the item chosen

from the recommendations.
H3: TagMF decreases difficulty to choose an item.
H4: TagMF has no negative impact on perceived inter-

action effort.
H5: TagMF improves transparency, especially in cold-

start situations.

5.2.2. Method
The study was designed as an experiment under con-

trolled conditions. We recruited 46 participants (33 fe-
male) with an average age of 22.89 (SD = 6.88), most
of them students (85%). To interact with the prototype
RS and to answer questionnaire items, participants used
a common web browser at a desktop PC with a 24” LCD
(1920× 1200 px resolution). In the following, we describe
the prototype system, the procedure, and the question-
naire we used, in more detail.

Prototype. Figure 3 shows the web-based prototype movie
RS we implemented for the first user study. We set up
two variants: One with a standard SVD-like MF algorithm
[24], allowing users only to rate items. The interface resem-

bled a typical automated recommender based on ratings,
with no interface elements related to tags present. This
variant served as a baseline to test our hypotheses. The
other variant was implemented based on TagMF . In order
to validate the application possibilities, we extended this
variant in comparison to contemporary model-based CF
systems with several tag-based interaction mechanisms, as
described in Section 4.1 and 4.2.

Concretely, the interface of the prototype is structured
as follows: At the top (a), an area is shown where—in the
TagMF variant—users can place tags and subsequently ad-
just their weight by means of sliders attached to them, this
way manipulating the values of wu (see Section 4.2). Note
that in our prototype, it is not possible for users to create
tags themselves, but only to use tags from the underlying
dataset of tags provided by other users (see below). As
TagMF can easily be applied with any set of tags, includ-
ing tags generated by users of the respective system, this
would indeed be different in a real-world scenario. Below
(b), an input field allows to manually search for tags other
users have applied, supported by autocompletion. These
tags may be chosen to be weighted, i.e. to be placed in
the area at the top together with a slider. In addition, the
system initially suggests the 7 most popular tags, i.e. that
have been assigned most often by users. As soon as the
current user weights some tags, tags similar in terms of
item-tag relevance data are suggested. The dialog in the
top-right corner (c) presents users with a tag cloud de-
scribing their existing preference profile by means of tags
chosen as described in Section 4.4.

Beneath, independent of the variant, the top-10 rec-
ommended items (d) are displayed together with movie
poster and metadata. To further refine their profile, users
may rate recommended movies and explicitly search fur-
ther titles in order to rate them as well. In the TagMF
variant, alongside each recommendation, the 3 most rele-
vant tags for the respective movie are additionally shown
(which may also be chosen to be weighted). Each manip-
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ulation updates the result set immediately, thus providing
users with direct and meaningful feedback regarding the
effects of their preference settings on the recommender.

For calculating recommendations based on ratings, we
used the same baseline algorithm as in the offline evalua-
tion (Section 5.1.1). For the TagMF variant, we extended
this algorithm according to Section 3, and implemented
the interactive features as described in Section 4. Pretests
similar to the offline experiments presented in Section 5.1,
but based on the MovieLens 10M dataset11, suggested to
use 20 factors, 40 iterations, λ = .001, and to consider
the 25 most popular user-generated tags from the under-
lying dataset as additional training data. We used the
MovieLens 10M dataset for ratings and the MovieLens Tag
Genome dataset for associated tags12. We created an in-
tersection of these datasets reducing them to those movies
included in both, leaving us with 8 429 items, 9 964 745 rat-
ings and 9 507 912 tag relevance scores. For the purpose of
the study, we used scores precomputed as described in [71]
based on user-generated tags from the underlying dataset.
In a real-world scenario, one would indeed calculate the
scores based on tags provided by the user community of
the respective system, and then apply TagMF accordingly.

Questionnaire and Log Data. The questionnaire partici-
pants were required to fill in was primarily based on the
pragmatic evaluation procedure for RS described in [72],
containing items related to subjective system aspects and
user experience. This evaluation framework (see Section
2.4) is based on [17], but is reduced to stable operational-
izations of the subjective constructs and appears (after
repeatedly being validated) to measure user experience in
RS reasonably well with a limited number of questionnaire
items [72]. Concretely, we assessed Perceived Recommen-
dation Quality, Choice Satisfaction, Choice Difficulty and
Effort by means of items from this framework. We used an
additional item from [73] to assess recommendation Trans-
parency.

We generated items ourselves to explicitly ask which of
the two variants of the prototype RS participants prefer
in general, and to let them rate the suitability for differ-
ent situations of use (with or without search goal). To
specifically analyze the usability of the additional inter-
action mechanisms, we applied the System Usability Scale
(SUS [74]) and the User Experience Questionnaire (UEQ
[75]) for the TagMF variant. In addition, we used again
items from [73] to assess interface adequacy. Besides, we
gathered data about demographics, interest in movies, and
familiarity with the movie domain. Apart from UEQ (7-
point bipolar scale), all items were assessed on a positive

11At the time we conducted the first user study, not all data was
yet released for the MovieLens 20M dataset.

12The MovieLens 10M dataset contains about 10 million ratings
from more than 70 000 users for over 10 000 movies; The Movie-
Lens Tag Genome dataset contains item-tag relevance scores for over
10 000 movies and 1 100 user-generated tags (http://grouplens.
org/datasets/).

5-point Likert-scale (1–5). We also collected qualitative
feedback: An open-ended question asked participants to
report suggestions and complaints. We logged user inter-
action behavior and measured task times.

Procedure. First, each participant was asked to complete
two preliminary tasks in counter-balanced order that served
to elicit an initial set of preferences both in form of numer-
ical ratings (like in other CF systems) and preferred tags:

a) Participants had to rate 10 out of the 30 most popu-
lar movies, which is a common value for a number of
ratings that already leads to appropriate results [38].
We used these ratings for online-updating the factor
vectors as proposed in [49]. Items were shown in
random order and could be skipped when unknown.

b) Participants had to select 3 tags13 they liked out of
the 20 most popular ones from the dataset (shown in
random order), which we used to initialize a mean-
ingful user-tag vector au as described in Section 4.1.

Next, based on the two system variants implementing
a standard MF algorithm and TagMF , respectively, we
assigned participants in counter-balanced order to three
different conditions in a within-subject design:
Standard MF: Standard SVD-like MF with initial rec-

ommendations based on the 10 ratings. The only
interaction possible was to rate more items.

TagMF-Ratings: Tag-enhanced MF with initial recom-
mendations based on the 10 ratings. Participants
could again rate more items, but in addition weight
tags in an interactive manner.

TagMF-Tags: Tag-enhanced MF with initial recommen-
dations based on the 3 selected tags. Interaction
mechanisms were equivalent to the previous condi-
tion.

In each condition, participants were initially presented
with the top-6 recommendations generated by means of
the respective algorithm. First, they were asked to choose
one movie from these suggestions they would actually like
to watch. Second, they rated their satisfaction with each
of the movies on a 5-point Likert-scale (1–5). Third, they
filled in the questionnaire described above regarding their
subjective assessment of system and recommendations.

Next, in the interaction phase, participants were pre-
sented with the interface of the prototype variant that cor-
responds to the respective condition, showing the top-10
recommended movies (see Figure 3). Their task was to
interact with the system using the provided means in or-
der to further refine the recommendations and to receive
a result set that better matched their personal interests.
Eventually, participants finished the interaction phase at
their own discretion.

13For the number of tags to be selected, we analyzed the general
interest of all users in the dataset regarding tags stored in uA de-
rived according to Section 3.2, and determined the tags with highest
influence. We assume that such characteristic tags have a value at
least one standard deviation above the mean of uA, leaving us with
3.46 tags per user.
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http://grouplens.org/datasets/
http://grouplens.org/datasets/


Figure 3: Screenshot of the prototype RS for the first user study: The current user has weighted the tags “action” and “sci-fi” (a), therefore
receiving matching movie recommendations such as “Matrix” or “Star Wars” (d). The user can also search for other tags provided by the
user community or get inspiration from the suggestions (b). Furthermore, the user’s existing profile is explained by a tag cloud (c).

Afterwards, participants were presented with the now
adjusted top-6 recommendations. Again, they had to set-
tle on one movie, rate how satisfying each recommendation
was, and fill in a questionnaire14. Note that this time, the
questionnaire was complemented with items regarding the
interaction process.

5.2.3. Results
Participants reported that they liked movies a lot (M=

4.22, SD = 0.63) while having average knowledge about
movies in general (M= 3.07, SD= 0.80) and about newer
movies (M=2.93, SD=0.98).

We conducted two-way repeated measures ANOVA to
compare the effects of condition and point in time on spe-
cific dependent variables corresponding to our hypotheses.
For the comparison between the three conditions, mean
values and standard errors are reported in Table 2.

In the following, we elaborate on the statistical signif-
icance (α= .05) of the differences found in these results.
Moreover, we report differences with respect to point in
time. Note that interaction terms between the two factors
were never significant, so we omit presenting them. For
post hoc comparisons, we used the Bonferroni test.

Perceived Recommendation Quality. Concerning the sub-
jective assessment of recommendations, there was a sta-
tistically significant effect for condition, F (2, 90) = 7.40,
p < .001, η2

p = .14, with large effect size. Post hoc tests

14For each condition, the dependent variables were thus assessed
at two different points in time, i.e. before and after the respective
interaction phase.

Table 2: Mean values and standard errors for the different conditions.
Higher values indicate better results (Choice Difficulty and Effort are
reversed accordingly), except for time values additionally reported.

Standard MF TagMF -Ratings TagMF -Tags

Construct M SE M SE M SE

Perc. Rec. Quality 3.16 0.11 3.31 0.13 3.65 0.10
Mean Item Rating 3.11 0.10 3.29 0.11 3.55 0.10
Choice Satisfaction 4.00 0.10 4.10 0.13 4.35 0.09

Choice Difficulty 3.19
33.82 s

0.15
3.09

3.03
28.41 s

0.15
2.60

3.30
28.48 s

0.15
2.37

Effort 3.77
165.54 s

0.13
16.9

3.84
224.96 s

0.10
20.05

3.64
194.41 s

0.11
19.21

Transparency 3.20 0.15 3.41 0.15 3.73 0.13

indicated that the mean value for TagMF -Tags was sig-
nificantly higher than for both, TagMF -Ratings, p=.028,
and standard MF, p< .001. This confirms H1.

There was no significant difference regarding point in
time, i.e. between before and after the respective interac-
tion phase, F (1, 45)=0.02, p=.904, η2

p =.01.

Mean Item Rating. With respect to ratings participants
provided for each of the top-6 recommended items, we
found differences to be similarly significant, F (2, 88) =
11.19, p < .001, η2

p = .20, again with large effect size.
Movies in the TagMF -Tags condition received significantly
higher ratings than in the two other conditions, TagMF -
Ratings, p=.025, and standard MF, p< .001. As a conse-
quence, we can eventually fully accept H1.

We found no significant effect with respect to point in
time, F (1, 44)=0.02, p=.885, η2

p =.01.
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Choice Satisfaction. Regarding satisfaction with the movie
participants finally selected from the set of recommenda-
tions, we found statistical evidence for differences between
conditions, F (2, 90)=4.72, p=.011, η2

p =.10, with medium
effect size. Post hoc tests indicated that the mean value
for TagMF -Tags was significantly higher than for standard
MF, p = .009, which confirms H2. No differences were
found between TagMF -Ratings and other conditions.

Furthermore, we found a significant difference regard-
ing point in time, F (1, 45) = 5.07, p= .029, η2

p = .10, with
medium effect size. Before interaction phases (M = 4.28,
SE=0.10), participants were more satisfied with their se-
lected movie than afterwards (M=4.02, SE=0.11).

Choice Difficulty. We objectively operationalized the dif-
ficulty to decide as the total time participants spent for
settling on a movie they would actually like to watch from
the shown top-6 recommendations. The within-subjects
main effect yielded significant differences with medium ef-
fect size for condition, F (2, 88) = 5.34, p= .006, η2

p = .11.
Participants took significantly more time with standard
MF compared to TagMF -Ratings, p= .015, and TagMF -
Tags, p = .050. The difference between the two TagMF
conditions was not significant.

Participants decided more quickly after the interac-
tion phases (M = 25.81 sec, SE = 2.31) than before (M =
34.66 sec, SE= 2.88), with significant difference and large
effect size, F (1, 44)=28.03, p< .001, η2

p =.39.
In addition, we specifically asked participants how dif-

ficult it was to choose a movie15: With respect to their
subjective perception, we neither found a significant effect
for condition, F (2, 90)=1.20, p=.307, η2

p =.03, nor point
in time, F (1, 45)=1.60, p=.212, η2

p =.03. Overall, we can
thus only partly accept H3.

Effort. Concerning total time participants spent in the
different conditions for the interaction phase, we found a
significant effect using a one-way ANOVA, F (2, 90)=3.34,
p = .040, η2

p = .07, with medium effect size. On average,
participants needed significantly more time in the TagMF -
Ratings condition compared to standard MF, p=.040. No
differences were found in other pairwise comparisons.

However, although the interaction phase in both TagMF
conditions was at least marginally longer, we found no sig-
nificant differences with respect to perceived interaction
effort15, which we assessed after each interaction phase
and analyzed using a one-way ANOVA, F (2, 90) = 1.40,
p=.253, η2

p =.03. Overall, this confirms H4.

Transparency. Once again using a two-way repeated mea-
sures ANOVA, we noted a significant effect of condition
on transparency, F (2, 90) = 6.22, p= .003, η2

p = .12, with
medium to large effect size. Results from standard MF
were perceived less transparent than from TagMF -Tags,

15Note that higher values indicate better results.

p = .003, which confirms H5. No differences were found
between TagMF -Ratings and other conditions.

Moreover, no significant effect was found for point in
time, F (1, 45)=0.01, p=.948, η2

p =.01.

Usability. Regarding the two variants of our prototype RS,
a paired t-test (t(45) = 4.15, p< .001) indicated that par-
ticipants generally preferred the variant that integrated in-
teractive features based on TagMF (M= 3.76, SD= 1.02)
over the one that used standard MF (M=2.83, SD=1.00).
Some participants, for instance, explicitly stated that they
“do not want to use only star ratings, but rate several as-
pects, so that the system can better recommend movies”
and “really liked the tag selection with the sliders”.

More specifically16, usability of the prototype variant
that supported interaction via tags was rated as “good”
with a SUS score of 78. Values between 0.95 and 1.96 on
the different subscales of the UEQ were equally promis-
ing. In particular, the subscale for transparency yielded
an “excellent” score (M = 1.96), and efficiency was rated
“above average” (M = 1.16), which corresponds to the
very positive assessment of interface adequacy (M= 4.13,
SD= 0.48). Overall, the variant was rated to be particu-
larly useful with no (M=3.78, SD=0.99) or only a vague
(M=3.89, SD=1.02) search goal in mind. In contrast, but
as expected, participants found it less suitable when they
already knew their search direction (M=2.52, SD=1.50).

5.2.4. Structural Equation Modeling
Since we were particularly interested in differences be-

tween conditions in cold-start situations where the system
must deal with high uncertainty, we used SEM (see Sec-
tion 2.4) to further investigate the effects of using different
recommender algorithms and methods for eliciting initial
preferences on subjective system aspects and user experi-
ence.

Based on the framework for user-centric evaluation of
RS proposed in [17] (see Section 2.4), we defined algo-
rithm (Standard MF vs. TagMF) and initial preference
elicitation method (Ratings vs. Tags) as Objective System
Aspects (OSA) that cannot be influenced by the user. We
considered Perceived Recommendation Quality and Trans-
parency as Subjective System Aspects (SSA) representing
user perception of OSA. SSA are seen as mediating vari-
ables between OSA and user experience [17, 16]. User
experience is known to be substantially affected by under-
lying algorithms and preference elicitation methods [e.g.
76, 17, 21, 77, 63, 16, 78]. In light of this, we assumed
user experience and interaction behavior to be influenced
through changes regarding SSA, when using, for example,
a novel means for eliciting initial preferences such as se-
lecting tags according to Section 4.1. Consequently, we

16Note that we only asked specific questions regarding usability for
the TagMF variant to reduce participants’ workload in the within-
subject design. Besides, interaction in the other variant was limited
to rating items, minimizing the need for a separate evaluation.
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included Choice Satisfaction as an indicator of User Ex-
perience (EXP), and complemented the more general per-
ceived quality of the set of top-6 recommendations by cap-
turing Interaction Behavior (INT) in form of the specific
rating feedback for the individual movies, i.e. Mean Item
Rating. In addition, we took personal characteristics into
account to deduce assumptions about the influence of dif-
ferent dispositions. In line with the underlying framework,
we assumed attitude and behavior concerning the varied
system aspects to be affected by certain Personal Char-
acteristics (PC) such as Domain Knowledge and Trust in
Technology.

We set up a first theoretical model (Figure 4), yield-
ing a good fit with the data (χ2(7) = 8.246, p = .311,
CFI = .995, TLI = .989, RMSEA = .032). It explains a
large amount of variance regarding our dependent vari-
ables Choice Satisfaction (R2 =.408) and Mean Item Rat-
ing (R2 = .698), as well as about 20% of our considered
mediator Perceived Recommendation Quality (R2 =.208).

Ratings vs. Tags

Perc. Rec. Quality

Domain Knowledge

Trust in Technology

Choice Satisfaction Mean Item Rating

OSA

SSA

PC

PC

EXP INT

.24; p=.001

.56; p<.001 .77; p<.001

.26

.16; p=.001.16; p=.021

.16; p=.039

.31; p<.001

Figure 4: Path model for comparing the influence of initial preference
elicitation via ratings or tags. On the edges, standardized regression
weights as well as corresponding p-values are displayed.

Direct effects of varying the algorithm (Standard MF
vs. TagMF) between conditions were not significant for
any dependent variable or the mediator. Thus, this OSA
was eventually not integrated in our model. The method
for initial preference elicitation (Ratings vs. Tags) seems
in contrast to account for a significant explanation of Per-
ceived Recommendation Quality. Regarding personal char-
acteristics, Domain Knowledge shows a meaningful influ-
ence only on Perceived Recommendation Quality, but Trust
in Technology on all dependent variables.

The mediator Perceived Recommendation Quality, an
overall subjective assessment, seems to be a strong pre-
dictor for both more specific variables, Choice Satisfac-
tion and Mean Item Rating. Further analysis shows that
Perceived Recommendation Quality appears to completely
mediate the otherwise significant predictive power of vary-
ing the initial preference elicitation method (Ratings vs.
Tags).

In view of our hypotheses, we aimed at further clar-
ifying the role of participants’ understanding of recom-
mendations in cold-start situations (H5). Thus, we inte-
grated Transparency as additional mediator in a second

model (Figure 5). Overall, this model, which again fits
the data well (χ2(12) = 13.669, p = .322, CFI = .995,
TLI=.989, RMSEA=.032), explains a large proportion of
variance regarding Choice Satisfaction (R2 = .401), Mean
Item Rating (R2 = .693) and Perceived Recommendation
Quality (R2 = .523). Moreover, it achieves a reasonable
amount of explained variance with regard to Transparency
(R2 =.234).

Ratings vs. Tags

Transparency

Perc. Rec. Quality

Domain Knowledge

Trust in Technology

Choice Satisfaction Mean Item Rating

OSA

SSA

SSA

PC

PC

EXP INT

.21; p=.005

.72; p<.001

.57; p<.001 .77; p<.001

.26

.16; p=.001.16; p=.018

.19; p=.014

.34; p<.001

Figure 5: Path model for comparing the influence of initial preference
elicitation via ratings or tags, mediated by transparency. On the
edges, standardized regression weights and p-values are displayed.

The second proposed model shows that the predictive
power of Perceived Recommendation Quality on the depen-
dent variables observed in the first model obviously still
holds. However, there are significant shifts of relations
between the variables due to integrating Transparency:
Transparency seems to be a substantial causal factor for
Perceived Recommendation Quality, which in turn acts as
a complete mediator for the effects on our more specific
dependent variables. In fact, Transparency itself seems
to be a regressor fully mediating the direct effect of vary-
ing the initial preference elicitation method (Ratings vs.
Tags) on Perceived Recommendation Quality found in the
first model. This confirms H5 even for the special case of
cold-start. Besides, Transparency appears to be a partially
mediating variable for the personal characteristics Domain
Knowledge and Trust in Technology.

5.2.5. Discussion
In the first user study, the variant of our prototype

system that relied on TagMF received significantly higher
scores with respect to a number of variables related to sub-
jective system aspects and user experience. Even in cases
differences were found not significant between standard
MF and TagMF -Ratings, results in the condition based
on the extended variant tended to be better17. Regard-

17In all conditions, some scores were not as high as expected. We
assume this to be due to the dataset (only movies released before
2008) and our particular sample of participants (more females, rather
young, average domain knowledge). Qualitative answers to the open-
ended question as well as better results in the second user study
(newer dataset, more homogeneous sample) support this assumption.

15



ing assessment before and after interaction phases, per-
ceived recommendation quality and transparency did not
differ significantly. Since interaction terms of condition
and point in time were never significant, we deduce that
this applies to all conditions. Satisfaction with the cho-
sen movie was even decreased after interaction phases18,
but this can be justified by examining typical user behav-
ior: Participants rated movies they knew and liked already
during these phases. Consequently, the result set changed
a lot, eventually comprising items which might be not as
easy to assess at first sight. One participant explicitly
mentioned that the recommendation set “would have bet-
ter fitted his or her taste when movies he or she rated
highly had not been removed”. Still, scores related to rec-
ommendation quality (H1), choice satisfaction (H2) and
transparency (H5) seem very promising, and more impor-
tantly, higher in both TagMF conditions.

In real-world scenarios, initial preference elicitation—
here performed as a preliminary task—would be part of
actual system use. In this context, the significant dif-
ferences between conditions before the interaction phase
(with TagMF being superior) suggest that the few inter-
action steps initially taken, i.e. selecting a small number
of tags up front, are already sufficient to improve user ex-
perience of typical RS. In particular, transparency in the
TagMF conditions was rated better even at the beginning,
although participants did not know that results were based
exclusively on few tags. Thus, considering additional con-
tent information according to our method seems to help
users implicitly when judging recommendations indepen-
dent of later interaction (H5).

Because of these findings, we further examined the role
of transparency at cold-start by using SEM. Our first pro-
posed model indicated that selecting tags instead of rat-
ing items to elicit initial preferences significantly improves
perceived recommendation quality (H1). Including trans-
parency into the second model increased the amount of
variance explained by the entire model concerning per-
ceived recommendation quality from 21% to 52%. With a
high standardized regression weight, transparency appears
to be a substantial predictor for perceived recommendation
quality. In turn, varying the preference elicitation method
significantly contributes to explaining transparency (see
Figure 5). The second model further shows that the effect
on perceived recommendation quality found in the first
model is actually fully mediated by transparency. Ap-
parently, relying on TagMF leads to more comprehensible
results (H5), which are consequently perceived to be of
higher quality, ultimately also increasing participants’ sat-
isfaction with their chosen item (H1, H2). We deduce that
user-generated tags import semantics into the result set

18In terms of choice difficulty operationalized as the time spent for
settling on a movie, the point in time also had a significant effect.
However, this was expected as it is likely that participants already
decided for an item during interaction phases, and were therefore
able to choose faster when asked to choose a movie afterwards. Note
that the subjective perception did not differ significantly.

which are more natural to understand than a meaning de-
rived from recommendations calculated exclusively based
on typical user-item interaction data. Our qualitative in-
spection of the factor space supports this (Section 5.1.3).
In summary, the significant influence of initial preference
elicitation method emphasizes that selecting tags accord-
ing to the application possibility described in Section 4.1
instead of rating items up front is a promising means to al-
leviate the cold-start problem in model-based CF systems
(RQ1a).

As a side note, while recommendation quality was in-
deed the main predictor for choice satisfaction and indi-
vidual rating feedback, also personal characteristics had
an impact. For instance, by increasing transparency, our
method seems particularly useful for users with little do-
main knowledge, as it becomes easier to comprehend why
certain items are recommended. The influence of trust
in technology was however only partially mediated via
transparency. Personal characteristics thus might alter the
way perceived quality is translated into numerical ratings:
Users whose trust in technology is low are likely to provide
lower ratings in a more technically-oriented system. This
poses another argument for using more natural ways to
interact with CF systems than (re-)rating single items.

System usability was assessed overall very positively
for the prototype variant based on TagMF16. Some par-
ticipants had specific suggestions (e.g. “full text search
should be integrated”) or complaints (e.g. “movies cannot
be excluded from the results without rating them”) with
regard to system functionalities. However, these quali-
tative comments addressed rather general usability issues
beyond the scope of our research, and were, in particular,
not exclusively related to the variant that supported in-
teraction via tags. When asked specifically, participants
in general preferred this variant. While this might be a
reason why they spent more time in the two corresponding
conditions (significantly or at least tendentially longer in-
teraction phases), the richer interaction possibilities may
account for this finding as well. Moreover, participants
had to get used to the novel mechanisms introduced by
TagMF while they were likely more familiar with conven-
tional rating-based interfaces. Either way, perceived in-
teraction effort did not differ significantly, so that we can
accept H4.

In summary, our interactive approach realized by ap-
plying TagMF seems valuable for improving transparency
of recommendations as well as providing users with ex-
tended possibilities to control the recommendation process
and to adapt the results towards their current interests
when relying on an existing long-term profile, thus vali-
dating the application possibility described in Section 4.2
(RQ1b).

Lastly, with our study, we for the first time confirmed
that enhancing model-based CF with additional informa-
tion is beneficial with respect to subjective perception of
recommendation quality, which previously has only been
observed in terms of offline performance (see Section 2.2).
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For cold-start situations, SEM however showed no signifi-
cant difference in this regard when varying the algorithm.
This is generally in line with recent research stating that
different or objectively more accurate recommenders do
not necessarily produce better results from a user perspec-
tive [5, 6, 7, 63]. Although it may achieve high accuracy
scores, a list of items detached from a superordinate con-
text might not be satisfactory for users. Instead, the rec-
ommendation set should exhibit some kind of inner consis-
tency, which in our case is reached through establishing a
relationship between latent factors as derived by MF and
user-generated tags. Recommendations thus seem to refer
to each other implied by the easy-to-understand seman-
tics of tags. Consequently, using TagMF positively affects
transparency by building a meaningful context, thereby in
turn improving perceived recommendation quality. In ac-
cordance with this, participants needed significantly less
time to choose a movie from the recommendations in the
respective conditions (H3). Beyond that, our study showed
that compared to a typical automated RS based on rat-
ings, also other subjective aspects related to user experi-
ence benefit equally from considering additional informa-
tion according to our method (RQ2a).

5.3. Empirical User Study II
We performed the second user study with the goal of

investigating the influence latent knowledge has on the rec-
ommendation process from a user perspective. In this re-
gard, we wanted to focus on the comparison against an
interactive RS that relies on user-generated content alone,
and to examine the value of TagMF for implementing cri-
tiquing.

5.3.1. Goals
First, we aimed at validating another application pos-

sibility of TagMF : For evaluating the option to interac-
tively critique a recommended item by means of user-
generated tags in a model-based CF scenario (RQ1c), we
implemented it according to Section 4.3 in our web-based
prototype movie RS. Next, since we were interested in ex-
amining the impact using a latent factor model that in-
tegrates additional information has on the subjective as-
sessment of system aspects, and thus on user experience,
when compared to a purely tag-based interactive approach
(RQ2b), we formulated the following hypotheses contrast-
ing this baseline and TagMF :
H1: TagMF improves perceived quality of recommenda-

tions.
H2: TagMF improves satisfaction with the item chosen

from the recommendations.
H3: TagMF decreases difficulty to choose an item.
H4: TagMF decreases perceived interaction effort.
H5: TagMF leads to more diverse recommendations.
H6: TagMF has no negative impact on transparency.
H7: TagMF improves perceived quality of critiquing.

5.3.2. Method
The study was designed as an experiment under con-

trolled conditions. We had 54 participants (37 female)
with an average age of 27.89 (SD=10.30), a small major-
ity of them students (57%). To interact with the proto-
type RS and to answer questionnaire items, they used a
common web browser running on a desktop PC with a 24”
LCD (1920 × 1200 px resolution). Next, we describe the
prototype system, the procedure, and the used question-
naire, in more detail.

Prototype. Figure 6 shows the web-based prototype movie
RS we developed for the second user study. We again set
up two variants: One reimplementing the method behind
MovieTuner [18], with an interface resembling a typical
critique-based RS (see Section 2.1), in particular, the in-
tegration of MovieTuner in the MovieLens platform [18].
This purely tag-based variant served as a baseline to test
our hypotheses. The other variant with nearly identical in-
terface was implemented using TagMF . Here, to validate
this application possibility, we integrated the interactive
critiquing process as described in Section 4.3.

Concretely, the interface is structured as follows: At
the top (a), the critiquing area comprising tags used as
dimensions to critique the currently recommended item
is displayed. As in the MovieTuner, these tags gener-
ated by the user community are automatically shown by
the system based on the method described in [18]. This
method considers tag utility, popularity and diversity to
determine a set of tags that is particularly meaningful for
critiquing the current item. The only requirement is avail-
ability of item-related tag relevance scores, i.e. our given
matrix iA (see Section 3.1). However, in the variant re-
lying on TagMF , we additionally exploit that user-item
interaction data is available as usual in CF systems, and
blend this set together with a set of tags reflecting the
current user’s specific interests. Concretely, we replace
half of the presented critique dimensions with tags scoring
highest for this individual user, thereby personalizing the
critiquing area. This is possible with TagMF as we also
know user-related tag relevance scores for all available tags
provided by the user community, i.e. our derived matrix
uA (see Section 3.2). Either way, each tag is accompanied
with radio buttons allowing users to critique the currently
recommended item (details for this movie are shown on
demand when hovering its title), i.e. requesting new sug-
gestions with less, equal, or more relevance with respect to
the corresponding tag (we implemented critiquing for the
two system variants according to the respective method,
as described below).

Moreover, users can search and manually choose tags
as additional critique dimensions using the input field un-
derneath (b), supported by autocompletion. As in the first
user study (see Section 5.2.2), all available tags come from
the underlying dataset (see below) and are generated by
other users. Yet, since TagMF can be used with any set of
tags, it would indeed be possible to also create new tags
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in a real-world system.
In the TagMF variant of our prototype, the user profile

is additionally presented in a dialog (c) similar as in the
prototype for the first user study (see Section 5.2.2). The
rest of the screen shows the top-9 recommendations. Note
that in contrast to standard critique-based RS, and thus to
the tag-based prototype variant, these recommendations
in the TagMF variant rely on both the user’s situational
needs, i.e. critiques applied to the currently recommended
item, as well as his or her long-term profile based on his-
torical preference data as it is customary in CF systems.
Each recommendation (d) is displayed together with the 3
tags most relevant to the respective movie (these tags may
be selected as critique dimensions as well), and a button
that may be used to choose this movie as a new item to
critique, i.e. to start a new cycle in the critiquing process.

For calculating recommendations in the TagMF vari-
ant, we again used a Stochastic Gradient Descent MF al-
gorithm as point of departure. As a result of the offline
experiments reported in Section 5.1, we used 20 factors,
30 iterations, and set λ = .001. Moreover, we used the
50 most popular user-generated tags from the underlying
dataset as additional training data, and integrated the re-
sulting model-based CF recommender with critiquing as
described in Section 4.3. For generating recommendations
and integrating the critiquing process in the other variant
of our prototype system, i.e. the one exclusively based on
tags, we reimplemented the method behindMovieTuner as
proposed in [71, 18, 79]. For this, we again relied on the 50
most popular tags. According to prior testing, we chose
the linear-sat metric for computing critique satisfaction.
Further parameters are set as suggested in the literature.
For item data, associated ratings and tag relevance scores,
we used the same intersected dataset based on MovieLens
20M and MovieLens Tag Genome dataset as in the off-
line experiments (see Section 5.1.1). While we thus relied
on scores precomputed as described in [71] based on user-
generated tags from the underlying dataset, one would in
a real-world scenario indeed use tags provided by users of
the system at hand to calculate these scores.

Questionnaire and Log Data. As in the first user study,
the questionnaire participants had to fill in was primarily
based on the pragmatic evaluation procedure for RS pro-
posed in [72], containing items related to subjective sys-
tem aspects and user experience (see Section 5.2.2). Con-
cretely, we assessed Perceived Recommendation Quality,
Choice Satisfaction, Choice Difficulty, Effort and Diver-
sity by means of items from this framework. We used an
item from [73] to assess Transparency of recommendations.
Regarding the Critiquing, we selected items from [18].

Again using items from [73], we assessed the overall
satisfaction of participants with the respective prototype
variant as well as the interface adequacy. In addition, we
applied System Usability Scale (SUS [74]) and User Ex-
perience Questionnaire (UEQ [75]). We gathered data
about demographics and familiarity of participants with

the movie domain. Apart from UEQ (7-point bipolar scale),
all items were assessed on a positive 5-point Likert-scale
(1–5). We also collected qualitative feedback: An open-
ended question asked participants to report suggestions
and complaints. Finally, we logged user interaction be-
havior and measured task times.

Procedure. First, participants were asked to complete a
preliminary task that served to elicit an initial set of prefer-
ences. For this, movies were presented one after the other
based on popularity and entropy as proposed in [80]. Items
were separated into blocks of 25, and then shuffled to elim-
inate sequence effects. Unknown movies could be skipped.
After participants rated 10 movies, this feedback was used
to initialize a standard factor vector using online-updating
(again implemented according to [49]) and to subsequently
generate recommendations using TagMF : The top-15 re-
sults were presented in form of a list that could be ex-
panded up to a maximum of 30 movies. Participants had
to choose one movie out of these recommendations which
they should know, and would find interesting as a starting
point for a succeeding critiquing process.

Next, participants were assigned in counter-balanced
order in a between-subject design to one of the two follow-
ing conditions that correspond to the two system variants
(yielding 27 participants per condition):
Tag-based: Tag-based method with recommendations

based on similarity and critique distance to the cur-
rently recommended item in terms of tag relevance,
implemented according to the method behindMovie-
Tuner [71, 18, 79]. Critique dimensions were shown
based on item-related tag relevance scores. Partici-
pants could interactively select tags, apply critiques,
and switch the critiqued item.

TagMF: Tag-enhanced MF with recommendations based
on user profile (i.e. derived factor vector) and cur-
rently recommended item as described in Section 4.3.
Critique dimensions were suggested based on item-
related as well as user-related tag relevance scores.
Interaction was equivalent to the other condition.

In both conditions, participants were initially presented
with an item representing the starting point for the cri-
tiquing process (see task descriptions below) as well as the
top-9 recommendations generated according to the under-
lying method. Note that the only visible difference in the
interface of the two prototype variants was availability of
the dialog showing the user profile (see Figure 6). In the
background, however, the way critique dimensions were
selected and recommendations were generated differed as
described above. Either way, participants had to interact
with the respective system variant, i.e. apply critiques and
switch the currently critiqued item, in order to refine the
set of 9 recommendations and to fulfill the following tasks:

1) Participants were asked to find a movie that fits their
personal preferences and they would actually like to
watch. As a starting point, the movie chosen after
the preliminary task was shown. Recommendations
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Figure 6: Screenshot of the prototype RS for the second user study: A user whose profile is shown in the dialog (c) has applied a critique
(a) to the currently recommended movie “Apocalypse Now” using the tags “dark” and “comedy”. As a consequence, recommendations that
fit to the critique and to his or her long-term interests are shown (d). To add further critique dimensions, the user can also search for tags
provided by other users (b).

based on the currently critiqued item, and in the
TagMF condition additionally on the preferences of
the current participant, i.e. the factor vector learned
by means of the 10 ratings elicited up front.

2a) Participants were asked to find a movie that they
would like to watch when going out on a date with
someone. Thus, they were required to not only take
their personal preferences into account, but in addi-
tion interests of the fictitious date (which were not
explicitly given). As a starting point, the movie cho-
sen after the preliminary task was shown. Recom-
mendations were generated as in the previous task.

2b) Participants were asked to find an adequate movie
for the given situation that an adult horror movie
fan wants to watch a movie together with a 9-year-
old child. Thus, they were required to assume a high
interest in horror movies while taking the interests
of the child into account (which were not explicitly
given). As a starting point, we selected a represen-

tative horror movie. Recommendations based on the
currently critiqued item, and in the TagMF condi-
tion additionally on an artificial profile we created
by training a factor vector with ratings typical for a
horror movie enthusiast.

Task 2a and 2b were presented in random order. All
tasks were finished by participants at their own discretion.

After each task, participants were first asked to choose
the movie they found most suitable for the given task from
the final set of top-9 recommendations. Second, they had
to rate their satisfaction with each of the recommended
items on a 5-point Likert-scale (1–5). Finally, participants
were asked to fill in the questionnaire as described above.

5.3.3. Results
Participants of the second user study reported average

knowledge about movies (M=3.02, SD=0.87). The movie
chosen initially as a starting point after completing the
preliminary task was rated very positively (M=4.65, SD=
0.68), while most participants had seen it (94%).
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For the directed hypotheses, we conducted one-tailed
t-tests (using a significance level of α=.05) to compare the
two conditions in terms of corresponding dependent vari-
ables. In contrast to the first user study with a repeating
task in a within-subject design, the different nature of the
tasks in the second user study made a comparison between
tasks rather meaningless. Instead, we were specifically in-
terested in individual results per task. Thus, we omit re-
porting repeated-measures variance analyses, but present
the results with respect to subjective system aspects and
user experience separately for each task in Table 3.

Table 3: t-test results with mean values and standard deviations
(df =52, except for † (48.36) and ‡ (45.51) adjusted due to unequal
variances) comparing the conditions with respect to subjective sys-
tem aspects and user experience (* indicates significance at 5% level;
d represents Cohen’s effect size value). Higher values indicate better
results (Choice Difficulty and Effort are reversed accordingly).

Tag-based TagMF

Construct & Task M SD M SD T p d

Perc. Rec. Quality
Task 1 3.67 0.84 4.20 0.67 2.59 .006* 0.71
Task 2a 3.87 0.93 4.19 0.86 1.30 .100 0.35
Task 2b 3.26 0.81 4.02 0.88 3.29 .001* 0.90

Mean Rating
Task 1 3.61 0.55 3.83 0.66 1.32 .097 0.36
Task 2a 3.45 0.49 3.86 0.57 2.75 .004* 0.76
Task 2b 3.27 0.55 3.65 0.64 2.30 .013* 0.63

Choice Satisfaction
Task 1 4.59 0.50 4.78 0.64 1.18 .121 0.32
Task 2a 4.56 0.64 4.81 0.48 1.68† .050* 0.46
Task 2b 4.00 0.83 4.52 0.64 2.56 .013* 0.70

Choice Difficulty
Task 1 3.59 1.01 3.22 1.28 -1.18 .122 -0.32
Task 2a 3.37 1.15 3.33 1.33 -0.11 .457 -0.03
Task 2b 2.89 1.09 3.19 1.30 0.91 .184 0.25

Effort
Task 1 3.98 0.60 4.06 0.80 0.39 .351 0.11
Task 2a 3.89 0.87 4.09 0.75 0.92 .180 0.25
Task 2b 3.46 0.63 3.72 0.94 1.19‡ .121 0.32

Diversity
Task 1 3.67 0.92 4.07 0.83 1.71 .047* 0.47
Task 2a 3.89 0.89 4.19 0.62 1.42 .082 0.39
Task 2b 3.81 0.79 4.11 0.75 1.42 .082 0.39

Perceived Recommendation Quality. Concerning perceived
quality of recommendations, we found a statistically sig-
nificant effect for condition in Task 1 and Task 2b. Mean
values for TagMF were significantly higher than in the
tag-based condition. Note that effect sizes were medium
to large, or at least small to medium for Task 2a. Overall,
this confirms H1.

Mean Item Rating. Individual ratings participants pro-
vided for the top-9 recommended items in the TagMF con-
dition were found significantly higher in Task 2a and 2b,
with medium to large effect sizes. Although there was no
significant difference in Task 1, the ratings given in the
TagMF condition were on average higher than in the tag-
based condition, with small to medium effect size. Thus,
we can eventually fully accept H1.

Choice Satisfaction. Participants in the TagMF condition
were more satisfied with the movie chosen from the set of
top-9 recommendations in all tasks. For Task 2a and 2b,
we even found statistical evidence for differences between
the tested conditions, with medium to large effect sizes.
Overall, this confirms H2.

Choice Difficulty. Regarding the subjective assessment of
the difficulty to choose one item from the set of movies
eventually recommended15, we found no significant differ-
ences between conditions. In two comparisons, the tag-
based variant received marginally better results, but with
rather small effect sizes. Nevertheless, we have to reject
H3.

Effort. Interaction effort was perceived slightly better in
the TagMF condition15. However, we could not observe
significant differences. This is reflected in task times, which
likewise did not differ between conditions: Task 1: t(52)=
1.24, p= .111, d= 0.34; Task 2a: t(52) =−0.25, p= .401,
d=−0.07; Task 2b: t(52) = 1.06, p= .147, d= 0.29. Over-
all, while TagMF at least tended to get better subjective
results in all tasks, we have to reject H4.

Diversity. Participants rated the diversity of the set of
recommendations generated by TagMF higher than par-
ticipants in the tag-based condition. With medium effect
sizes for all tasks, we even found a significant difference be-
tween the two conditions in Task 1. Overall, this confirms
H5.

Transparency. Once after completing all tasks, we asked
participants how they perceived the transparency of rec-
ommendations. They provided better scores in the TagMF
condition (M=4.22, SD=0.89) than in the tag-based one
(M = 4.15, SD = 0.82). Admittedly, the effect size was
small (d=0.09), and with a two-tailed t-test we found no
evidence for a significant difference (t(52)=0.32, p=.752).
This, however, confirms H6.

Critiquing. Regarding the critiquing process, and in par-
ticular, the tags we used as critique dimensions in our
prototype, a MANOVA aggregating several questionnaire
items taken from [18] indicated no significant difference
between conditions, F (12, 41) = 0.68, p = .761, η2

p = .17.
Table 4 shows the individual results for these items, which
were assessed once, after participants completed all tasks.

Overall, we found that participants understood the cri-
tique dimensions and their effect on the results. Moreover,
they liked to apply critiques in form of user-generated
tags to influence the recommendation process. Consid-
ering qualitative feedback, one participant, for instance,
answered to the open-ended question that it was “clear
and straight-forward to point the system in the direction
of movies he or she would like to watch”. However, oth-
ers commented that it “would have been helpful to see a
list of all tags as it was difficult to come up with suitable
ones” (note that autocompletion was provided) and that
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Table 4: t-test results with mean values and standard deviations
(df = 52) comparing the conditions with respect to the tags used as
critique dimensions (d represents Cohen’s effect size value). Higher
values indicate better results.

Tag-based TagMF

Questionnaire Item M SD M SD T p d

The tags made
sense to me 4.22 0.75 4.48 0.75 1.27 .106 0.35

The tags helped me
learn about the movie 4.00 0.73 4.26 0.76 1.27 .105 0.35

I like having the ability
to specify critiques 4.52 0.64 4.67 0.68 0.82 .207 0.23

Movies displayed in
response to my critique
made sense

3.67 1.04 3.89 1.12 0.76 .227 0.21

they “missed a broader range of tags to select from”. Still,
the questionnaire results were very positive in both con-
ditions, with mean values even being slightly higher for
TagMF . In summary, in spite of the lack of significances
(according to the one-tailed t-tests we conducted, see Ta-
ble 4) and of high effect sizes, we can thus at least partly
accept H7, especially considering the minor (and only al-
gorithmic) differences between conditions with respect to
the critique dimensions.

Usability. In line with our more specific hypotheses, we
used a one-tailed t-test to analyze whether participants
were in general more satisfied in the TagMF condition: Re-
sults indicated a higher satisfaction (M=4.48, SD=0.75)
with the corresponding system variant than in the control
group (M = 4.11, SD = 0.80), with significant difference
and medium effect size (t(52) = 1.75, p= .043, d= 0.48).
One participant in the TagMF condition, for example, ex-
plicitly stated the he or she “enjoyed using the system”.

More concretely, usability of the two variants of our
prototype system was rated equally “good”, with a SUS
score of 87 in the TagMF condition, and 84 in the other. A
two-tailed t-test showed no significant difference (t(52) =
1.12, p = .269) and only a rather small effect (d = .30).
This corresponds to the very positive assessment of inter-
face adequacy in both the TagMF condition (M = 4.44,
SD = 0.57) and the tag-based one (M = 4.20, SD = 0.53),
without significant difference (t(52) = 1.55, p= .128) and
medium effect size (d= .44). Regarding the UEQ, values
between 1.34 and 2.43 on the different subscales were very
promising for TagMF , as shown in Table 5. In particular,
subscales for transparency and efficiency yielded “excel-
lent” scores, and control was rated as “good”. Overall,
scores were inferior in the tag-based condition, with val-
ues in a range from 1.18 to 2.20. Efficiency was only rated
as “good” and control as “above average”. In terms of
control and stimulation, two-tailed t-tests even indicated
significant differences with medium effect size.

5.3.4. Discussion
In the second user study, we examined how TagMF can

be exploited for integrating model-based CF with interac-

Table 5: t-test results with mean values and standard deviations
(df =52) comparing the conditions with respect to the UEQ subscales
(d represents Cohen’s effect size value). Higher values indicate better
results on the 7-point bipolar scale.

Tag-based TagMF

Subscale M SD M SD T p d

Attractiveness 1.73 0.65 1.99 0.79 1.28 .206 0.35
Transparency 2.20 0.63 2.43 0.61 1.32 .194 0.36
Efficiency 1.70 0.62 1.95 0.63 1.47 .148 0.40
Control 1.22 0.58 1.61 0.75 2.13 .038* 0.58
Stimulation 1.36 0.66 1.78 0.80 2.09 .042* 0.57
Novelty 1.18 0.94 1.34 1.09 0.60 .550 0.16

tive critiquing, taking the critiques applied to the currently
recommended item and, in contrast to typical critique-
based RS, the user’s existing long-term preference profile
into account. First, we would like to draw attention on the
very positive assessment of the movie chosen as a starting
point after completing the preliminary task. Participants
were asked to select this movie from the initial set of rec-
ommendations notably generated by means of TagMF in
both conditions. The results corroborate findings from the
first user study showing that our method indeed leads to
very adequate suggestions (see Section 5.2.3).

After each of the main tasks, we obtained very promis-
ing results regarding perception of recommendation qual-
ity (H1). With exception of Task 2a, differences were sig-
nificant19. When participants had to find movies fitting
their personal interests, i.e. especially in Task 1, the value
of TagMF for the critiquing process became even more
apparent: The underlying CF model allows to consider
preference profiles (i.e. user-factor vectors) learned over
a potentially longer period of time via conventional pref-
erence elicitation. Thus, suggestions are more likely to
correspond not only to critiques applied due to situational
aspects of the search process, but to the user’s general
interests as it is typical for CF recommenders. This posi-
tive assessment of the recommendations is reflected in the
scores for the more specific constructs, mean item rating
and choice satisfaction, which are higher for TagMF in all
cases, most often significantly (H1, H2).

The positive impact latent knowledge has on the cri-
tiquing process and resulting recommendations compared
to when only (user-generated) content information serves
as input data (as it is customary in critique-based RS),
is also supported by other relevant variables related to
subjective system aspects and user experience. For in-
stance, while purely content-based approaches are known
to tend to over-specialization [81], i.e. recommending sim-
ilar items, we found significant or at least marginal im-
provements regarding diversity of recommended item sets
due to using our method (H5). This is well in line with
other works that propose to exploit latent factors to di-

19Potentially because it was harder for participants to determine
whether recommended items fitted the goal of the task than in the
two other tasks (as interests of the fictitious date had to be taken
into account), the difference here was only marginal.
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versify RS results or to address the “filter bubble” prob-
lem [e.g. 58, 60]. Concerning choice difficulty, we in con-
trast did not find a positive effect: The prototype variant
that reimplemented the method behind MovieTuner even
tended to make it easier to choose a movie from the set of
recommendations20. As a consequence, while we assumed
that taking long-term interests into account by means of
TagMF would make it more easy to decide, we have to
reject H3. However, usability assessment of the different
system variants indicated no negative impact on user expe-
rience in general. As in the first user study, most usability-
related comments were independent of the respective con-
dition: In their qualitative feedback, participants wanted,
for instance, to “directly search for movies” or to “exclude
bad movies and keep good movies over several critiquing
cycles”. Consequently, we will address these more general
aspects in future iterations of our prototype system, al-
though they are actually more related to system use in
real-world scenarios.

With respect to transparency, we found only marginal
improvements due to using TagMF . Bearing in mind that
in this case latent information comes into play, the results
however even shed a positive light (H6): It would not have
been surprising if the variant that exclusively relied on
well understandable tag-based information had facilitated
the comprehension of recommendations. In principle, the
same applies to perceived effort and the more objective
measurement, time spent for tasks. Yet, we assumed that
considering the user’s preference profile would have a posi-
tive effect on his or her efficiency when navigating through
the information space. As the results were however only
slightly better with our method, we have to reject H4.

Besides aspects related to recommendations, we inves-
tigated the effect of TagMF on the selection of the critique
dimensions that served as a means to take participants’ in-
terests as well as task-related goals into account. Overall,
participants expressed more positive feedback. Differences
between conditions were not significant, but we blended to-
gether tags chosen according to our method with the ones
selected based on item-tag relevance data to equal pro-
portions, i.e. only 3 of the user-generated tags shown as
critique dimensions were actually determined differently.
This minor difference in the user interface, in combination
with the between-subject design, might have diminished
the effect of taking the CF profile into account. Effect sizes
were still small to nearly medium, but it has to be noted
that explanatory power was limited due to the number of
participants. However, participants were confronted with
the related questionnaire items only once, after complet-
ing all tasks. Thus, tasks where participants in addition
to their personal preferences had to consider interests of

20Note that in the first user study, we additionally assessed this
variable objectively by measuring how long it took participants to
settle on a recommended movie. Due to differences in study setup
and task descriptions, it was only possible to assess this construct in
a subjective manner for the second user study.

others might have distorted the results: In these cases, per-
sonalized critique dimensions specifically tailored towards
individual long-term interests by means of TagMF might
indeed been less useful. The answers to the open-ended
question support this assumption. For instance, one par-
ticipant mentioned that it was “difficult to quickly change
the direction of recommendations (from horror to comedy)
in order to obtain movies for a 9-year-old”. Yet, he or she
explicitly added that “adapting to the user profile is, on
the other hand, purpose of the system”. Unfortunately, in
contrast to the first user study (see Section 5.2.4), SEM
did not lead to meaningful insights because of sample size
and study design. As a consequence, we plan to further
investigate how employing our method may affect the sub-
jective assessment of critiquing, and thus user experience,
with a larger number of participants. Overall, we can still
at least partly accept H7.

In general, participants in the TagMF condition stated
to be more satisfied than in the tag-based condition, with
significant difference. Taken all together, enhancing model-
based CF according to our method can thus be seen as a
promising means to add interaction possibilities and to im-
prove user experience. This validates that TagMF can be
successfully applied as an extension as described in Section
4.3 to allow users critiquing a recommended item in this
typically very restricted type of RS (RQ1c).

For specifically examining the value of learning a latent
factor model that additionally integrates user-generated
tags, the second user study was designed as a compari-
son with an interactive RS that similar to the well-known
MovieTuner relied on an entirely tag-based model. As al-
ready outlined above, results were overall very positive:
We observed that using TagMF led to significantly better
recommendations in terms of subjective aspects such as
perceived quality and diversity. The positive results are
reflected in user experience, e.g. choice satisfaction, and
in the higher average ratings provided for the items even-
tually recommended after finishing the critiquing process.
On the other hand, particularly our usability evaluation
yielded only slightly better results. Given sample size, the
small visible differences between the prototype variants,
and the potential confusion that might be induced by the
latent factors in the TagMF condition, the absence of dif-
ferences, however, already appears promising. Nonethe-
less, further investigation and larger user studies are re-
quired in this area. In summary, from a user perspec-
tive, considering additional content data according to our
method yet seems beneficial in comparison to the wide
range of interactive recommending approaches that solely
rely on (user-generated) content information (see Section
2.1) and, as a consequence, cannot consider user profiles
based on past user-item interaction data (RQ2b).

Finally, observing participants’ behavior indicated that
they valued that in the prototype variant based on TagMF ,
a tag cloud allowed to inspect their formerly opaque rep-
resentation within the underlying model. The successful
implementation of such a tag-based explanation in our pro-
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totype system according to Section 4.4 shows how addi-
tional information may be used in typical model-based CF
systems for explaining existing long-term preference pro-
files (RQ1d). However, both user studies have not been
focused on this aspect, making it subject of future work
to more completely validate this application possibility.
Concretely, we plan to conduct another empirical study to
investigate actual comprehensibility of the tag cloud and
to compare ours with other approaches that explain rec-
ommendations, in particular ones that use tags, e.g. [82].

6. Conclusions and Outlook

In this paper, we have introduced TagMF , a method
that combines the benefits of latent factors derived by
standard MF with the ones of user-generated tags. As
discussed in Section 2, MF is an efficient means for gener-
ating precise recommendations and has been improved by
several algorithmic advances in the last years, for instance,
by enhancing the factor models with additional informa-
tion. However, accuracy improvements as measured in ret-
rospective offline experiments have not always contributed
to user satisfaction to the same extent. Interactive recom-
mending approaches, which have been shown to increase
the level of user control and system transparency, in con-
trast, often use entirely different algorithms, thus being
independent of the advantages provided e.g. by state-of-
the-art model-based CF techniques.

Following our research questions posed at the begin-
ning of this paper in Section 1, we have shown the value of
additional content information such as tags when used in
CF: Integrating item-related tag relevance data by means
of TagMF allows to derive corresponding user-related tag
relevance data (i.e. we do not require up front availabil-
ity of tags describing the current user’s interest, but in-
stead infer this information) as well as tag-factor relations.
This contributes to increased recommendation quality and
simultaneously opens novel ways to extend typical auto-
mated RS with interactive techniques, thereby overcom-
ing several of their widely discussed drawbacks. Users can
be offered more control over the recommendation process,
which is in contemporary real-world systems usually lim-
ited to (re-)rating single items. Concretely, the application
possibilities of TagMF allow users to interactively adapt
the set of items suggested as known from standard MF
towards their current needs and goals through easily com-
prehensible tags—in cold-start situations (RQ1a), with an
existing profile (RQ1b), and by critiquing a recommended
item (RQ1c)—and to inspect their long-term preference
profile with the aid of tag-based explanations (RQ1d).

The offline experiments we conducted corroborate that
TagMF increases objective recommendation quality (see
Section 5.1.2). Yet, it has to be noted that additional pa-
rameter tuning is necessary, i.e. the number of tags to be
taken into account must be determined, and that model
learning becomes more complex. On the other hand, a
qualitative inspection performed in this context underlines

that the method is able to reveal inherent meanings of the
resulting, usually abstract latent factor models by incorpo-
rating the easy-to-understand semantics of user-generated
tags (see Section 5.1.3). Still, one must also note that this
data needs to be collected—or other datasources must be
available—before being able to apply our method. Two
quantitative user studies with an interactive web-based
prototype movie RS served to validate the application pos-
sibilities proposed in Section 4, which are directly related
to our research questions. While participants were not al-
lowed to create tags themselves, we believe this involves
no loss of generality as the well-known dataset we used
consists of a very large set of tags generated by the user
community of a similar system. Besides, in a real-world
scenario, it would be possible to easily apply TagMF with
any kind of additional data. Consequently, these studies
together can be considered to constitute the first extensive
empirical evaluation in RS research with respect to the use
of additional information in CF.

The first user study presented in Section 5.2 confirmed
for the first time a positive influence on the subjective as-
sessment of system aspects, as well as on user experience
in general. In particular, perceived recommendation qual-
ity and transparency benefited from the integrated TagMF
model. As a consequence, participants were able to decide
faster and were more satisfied with their chosen item. In-
terestingly, besides the fact that they liked the interaction
via tags generally more, results were especially promising
with respect to the elicitation of initial preferences. Ap-
parently, integrating our method seems to be quite useful
in cold-start situations, as selecting a small number of tags
led to recommendations at least as good as rating a larger
number of items ex ante. Using SEM, we further analyzed
these findings, focusing on the role of transparency and
the impact of different preference elicitation methods. In
this way, overall, the first study allowed us to validate the
application possibilities described in Section 4.1 and 4.2,
referring to RQ1a and RQ1b, and being focused on a com-
parison with an automated rating-based MF system, to
answer RQ2a.

The second user study presented in Section 5.3 shows
the value of considering user-generated content in addition
to latent knowledge in interactive recommending scenarios:
The results emphasize that using TagMF , a personalized
critique-based recommendation process can successfully be
integrated as an extension to standard model-based CF
systems. We again obtained positive feedback with re-
spect to subjective system aspects, e.g. perceived recom-
mendation quality and diversity, and regarding constructs
related to user experience, e.g. choice satisfaction. Note
that while the number of participants was limited in con-
sideration of the study’s between-subject design, the effect
sizes in addition to statistical significances generally con-
firm the benefits of our method. Nevertheless, experiments
with more participants would be required to reach signifi-
cance more often and to make even stronger claims. Yet,
especially given the minor differences between the condi-
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tions, we believe that the current results already provide
sufficient evidence in favor of our method. Overall, the sec-
ond study therefore allowed us to validate the application
possibility described in Section 4.3, referring to RQ1c, and
to complement the user-centric evaluation against state-of-
the-art recommending approaches by a comparison with a
purely tag-based interactive recommender, thus answering
RQ2b.

In summary, enhancing a recommender according to
our method appears to be a promising means to provide
additional interactive features in today’s automated sys-
tems and to increase their transparency. We successfully
addressed RQ1 by describing several application possibil-
ities of TagMF , which we validated in our user studies.
Qualitative comments of participants (see Section 5.2 and
5.3) suggest that there are indeed usability-related aspects
of our prototype system that could be improved. Con-
sequently, although more related to real-world use, these
issues are of interest for future work and will then be fur-
ther investigated by means of, among others, qualitative
methods. In general, we still received very positive results
with respect to usability, and in particular the novel in-
teractive features that can be integrated in CF systems
by using TagMF . In this context, it has to be noted that
although it could have been expected, the extended in-
teraction mechanisms had no negative influence on e.g.
perceived effort. With regard to RQ2, the user studies al-
lowed us to investigate the effect applying our method has
on subjective system aspects and user experience in com-
parison to established baselines: Learning an integrated
model of latent factors and additional (user-generated) in-
formation such as tags led to significantly better scores in a
majority of comparisons, emphasizing the value of TagMF
for implementing interactive RS.

In future work, we plan to exploit the integration of
user-generated tags, other content-related information (e.g.
metadata on genres or keywords extracted from social me-
dia) and contextual attributes that likely affect the con-
sumption experience (such as the current season when
recommending e.g. Christmas movies) into MF more ex-
tensively. The effects of using different kinds of data as
well as of enriching other recommendation methods such
as deep learning with additional data still need to be in-
vestigated. In doing so, we also aim at improving cur-
rent as well as developing novel application possibilities
for TagMF . For instance, one can think of more advanced
interaction mechanisms as well as improved (and possibly
visually-enhanced) explanations. In line with this, we are
interested in conducting further empirical user studies fo-
cusing, among others, on our tag-based explanations: As
of now, we have answered RQ1d by describing in Section
4.4 a way additional content information can be used in
model-based CF for explaining an existing preference pro-
file. The derived user-tag relations should by construction
describe the latent part of the user profile in an adequate
manner. This is supported by the qualitative inspection
we performed on the latent factor space, the successful

implementation of the tag cloud in our prototype system,
and the observation of participants’ behavior. However, as
the two present studies had a different focus, a more pro-
found validation of this application possibility is left for
future work. Moreover, although TagMF can be consid-
ered easily usable with other items than movies due to the
domain independence of the underlying CF and the small
additional requirements of our method, we especially want
to evaluate it when applied to other domains.
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