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ABSTRACT

Today, online shops offer a variety of components to support users in finding suitable items, ranging from filters and recommendations to conversational advisors and natural language chatbots. All these methods differ in terms of cognitive load and interaction effort, and, in particular, in their suitability for the specific user. However, it is often difficult for users to determine which method to use to reach their goal. Moreover, as the settings are not propagated between the methods, there is a lack of support for switching components. In this paper, we study the reasons for using the different components in more detail and present an initial proposal for a multi-method approach that provides a more seamless experience, allowing users to freely and flexibly choose from all available methods at any time.
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1 INTRODUCTION AND BACKGROUND

E-commerce websites offer an overwhelming selection of products, making it difficult for users to identify relevant content. To counteract this information overload and to facilitate finding suitable products in large item spaces, search and filtering mechanisms are almost always available [5, 33]. However, on the side of the users, they require a well-defined search goal and profound knowledge about the product domain. At the same time, modern techniques such as faceted filtering provide a high degree of control, allowing users to narrow down even very large result sets in an effective manner [16]. Yet, users need to invest a considerable amount of interaction effort and must understand the meaning of individual filter attributes and their relevance with respect to the current objective [25].

On the other end of the spectrum, recommender systems guide users more actively towards relevant content. Widely used in industry [4, 28], they reduce both cognitive load and interaction effort [15, 24]. As the items are automatically recommended based on historical user preference data [9], the users’ influence on the process is, however, strongly limited [15, 19]. In addition, there is often a lack of transparency, making it difficult to comprehend why certain products are suggested [22], in particular, if domain knowledge is low or the presented information not detailed enough [18]. While most online shops still rely on these one-shot recommendations, more interactive approaches gain increasing attention, offering opportunities to adjust or critique the recommendations according to the current situation [10, 19].

Beyond that, conversational systems enable users to respond on a more human-like level [8, 29]. These include dialog-based advisors, which originate in early rule-based approaches where users had to answer a given sequence of questions based on a set of predefined answers [32]. In today’s web, the questions are usually formulated on an application-oriented level rather than on the level of (technical) product features. This is beneficial for users with less domain knowledge, but raises problems for experts who (to a certain extent) know what they are looking for. In this case, chatbots may be more helpful: Building on recent advances in deep learning, they mimic a natural language conversation, thus providing users more freedom in how the dialog evolves [23]. Nevertheless, the underlying strategy to move the conversation forward is typically system-driven, based on a “system asks, user answers” pattern [36]. This feigned freedom of natural language interaction may leave users disappointed when they realize that in fact they cannot actively steer the conversation, e.g., by asking for clarifications [8]. Moreover, users are less efficient due to the effort of writing answers, while the systems may have difficulties interpreting the utterances in these answers [7].

Overall, this shows that the methods available in contemporary online shops support different user needs and cognitive stages in the decision-making process. In addition, it becomes visible that there is a lack of systems that assist users in a holistic fashion: Whenever several methods are offered on an e-commerce website, users typically do not know which one to use best. Moreover, information requested through one of the methods is rarely used by the other components to adapt the results. This separation of techniques is also mirrored in research, except for a few, very specific approaches that try to combine, e.g., selected interactive mechanisms [20] or conversational agents with faceted filtering [12].
Figure 1: Screenshot of our fictitious online shop, showing the four components to support users in finding suitable items.

Related to that, it has been shown that aspects such as domain knowledge moderate which interaction possibilities are preferred [1, 13]. However, only few attempts have been made to explore user preferences in scenarios where a wider range of methods is available [11, 26, 30]. This is particularly unfortunate since it is well known that users, in practice, use several methods before settling on a product [26, 30], each with a different effect on the progress towards their goal [3, 6]. Consequently, we aim at exploring scenarios that involve using methods from the entire spectrum described above, and at exploiting their specific advantages. In this paper, we report an empirical user experiment with 100 participants who used a system that allowed to choose freely from all components. The results provide first insights as to which components users like to use when looking for a product, and for what reasons they switch to others. Based on these findings, we make an initial proposal for a multi-method approach that integrates the components in a way that each action performed in one component consistently affects the others, thereby avoiding that users lose progress or any input entered before.

2 EMPIRICAL USER EXPERIMENT

We assumed that users would have different reasons for switching between methods as well as for not using them at all. We further expected that user experience would be affected if multiple components are available. As this could appear more complicated at first sight, we expected effects on comprehensibility and intention to use the components again. We assumed that aspects such as prior experience with the methods would have a moderating effect.

2.1 Method

To investigate these assumptions, we conducted an online user study with a fictitious online shop to capture interaction behavior and to collect both quantitative and qualitative feedback on the perception of the system and its components.

2.1.1 Prototype. We implemented the fictitious online shop for the domain of laptops, i.e. typical search products [27] where a variety of (often not obvious) features is usually available, even for single models from a specific brand. We crawled a dataset from NBB.com, a German notebook retailer, consisting of 1269 products and information on 17 features, prices, and average ratings on a
5-star scale. As shown in Figure 1, the system offered four different components: a faceted filtering interface, a dialog-based product advisor, a natural language chatbot implemented using Google Dialogflow, and a content-based recommender based on likes and dislikes. Each component was presented on an individual page, accessible via a (randomized) navigation menu that was permanently visible at the top. Therefore, participants had to actively switch between components, even if they were only interested in seeing a component rather than interacting with it. While this may have affected their behavior in comparison to a real-world system, we deemed it necessary to identify in the log data when they engaged with a component. Other potential methods for detecting switching the focus such as eye tracking were considered less informative and also had hygiene restrictions due to COVID-19. The method allowed us to ask participants about their reasons for switching at the exact moment. The result set was always displayed in the lower part of the window. In addition, we implemented a product detail page, and, for the purpose of the study, a shopping basket.

2.1.2 Task. Participants were asked to put at least two laptops into the shopping basket (without any time constraints), based on one of the following scenarios to which they were assigned to in counterbalanced order: a goal-driven scenario, mentioning requirements for a laptop for work; an explorative scenario, just asking to look for a laptop for a friend. In both cases, explicit product specifications were not provided so that it was not possible to simply translate them into filter criteria or chatbot queries. For the sake of space, we do not detail on the scenarios in the first analysis.

2.1.3 Questionnaires and Interaction Data. Before and after completing the task, a questionnaire was presented via an online tool. All items had 5-point Likert response scales.

Before interaction: First, we asked for demographic details and measured domain knowledge with self-constructed items. In addition, we presented screenshots of real-world instances of the components featured in the prototype, to ask about prior experience with and attitude towards the respective method (e.g. Amazon recommendations).

During interaction: Whenever participants switched between components, a popup was shown directly in the prototype, asking them about the reason for doing so. To keep this interruption as short as possible, to make it easier to respond, and not to affect the interaction too much, we provided a list of responses (R1–R6), of which at least one had to be selected. If none of the options was applicable, participants were also allowed to enter a reason themselves (R7).

After interaction: Finally, we assessed the general usability by means of the System Usability Scale (SUS) [2], and measured satisfaction with the laptops chosen and the perceived difficulty of making this choice using the constructs and items described in [14]. Next, separately for each component, we used established constructs to measure the corresponding usage effort [14], ease of use [21], usefulness [21], perceived control [17], and understandability [17], as well as a self-generated item to ask participants whether they would use it again. Participants could also comment on the component or indicate that they did not use it. In this case, none of the above constructs was shown for this component, but the reason for not using it had to be explained. We logged all actions performed in the prototype.

2.1.4 Participants. We recruited 110 participants on Prolific. To ensure quality of the results, prescreening was done based on first language, success rate on Prolific (≥ 98 %), number of completed studies (≥ 30), and used device (no smartphone or tablet). 101 participants finished the study. Given the average duration of 21.22 minutes (SD=6.27), we compensated them with £3.75. To ensure that only participants were included in the analysis who took the interaction with the prototype seriously, we considered only those with at least 5 actions in the system. This left us with n = 100, of which 47 participants were female and 2 identified themselves as non-binary. Age ranged from 21 to 75 (M=35.36, SD=12.60). The majority had a university degree (58.0 %) and were employed or self-employed (69 %). Most participants were from the UK (41.0 %) or the US (32.0 %). Domain knowledge was in an upper medium range (M=3.73, SD=0.92).

2.2 Results and Discussion

General usability was assessed as OK, with a SUS score of 64.88. The difficulty of choosing suitable items was on a moderate level (M=2.86, SD=1.23), but satisfaction with the final items was high (M = 4.25, SD = 0.73). The rather average SUS score could be a result of the artificial separation of the tools we did for the specific purpose of this study and the resulting complexity of the interface. Nevertheless, the results for choice satisfaction, one of the most important dimensions of user experience [14], shed a positive light on the support participants received in their decision making.

2.2.1 Prior Experience. Participants had different levels of experience with real-world instances of the four components. However, the results are well in line with the general availability of the methods in today’s web: Participants use filtering interfaces very often (M = 4.58, SD = 0.82), but recommendation components (M = 2.81, SD = 1.29), chatbots (M = 2.69, SD = 1.29), and advisors (M = 2.19, SD = 1.29), much less frequently. Similarly, they are generally satisfied, with filtering interfaces again being rated most positively (M = 4.04, SD = 0.78). Still, recommendations (M = 2.97, SD = 1.09), advisors (M = 2.91, SD = 1.05), and chatbots (M = 2.59, SD = 1.23), are perceived quite positively.

2.2.2 General Usage and Perception. Only few participants used just one component while solving the task (6.0 %). Almost half of them (45.0 %) used all four components at least once, and 26.0 % still three. Detailed results on the usage are reported in Table 1. The upper part shows, among others, that the majority started with the filter component.

Given the above results on prior experience, we suspect that participants initially chose the component they were most familiar with, even if it was not necessarily the most appropriate one. Instead, the component that was used when participants finished the task, more likely was the most suitable one. Although also in this case the filter component was used most often, the differences to the other components were much smaller than at the beginning.

---

1As this was done only 12 times, and the comments were mainly related to minor usability issues or technical problems, we omit a detailed analysis.
Table 1: Statistics and questionnaire results (with M, SD). Best values are bold. Group sizes differ as not everyone used all components.

<table>
<thead>
<tr>
<th></th>
<th>Filter (n=89)</th>
<th>Rec. (n=84)</th>
<th>Advisor (n=83)</th>
<th>Chatbot (n=78)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Usage statistics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used at least once</td>
<td>84.0%</td>
<td>71.0%</td>
<td>82.0%</td>
<td>69.0%</td>
</tr>
<tr>
<td>Started with</td>
<td>54.0%</td>
<td>17.0%</td>
<td>21.0%</td>
<td>8.0%</td>
</tr>
<tr>
<td>Ended end</td>
<td>33.0%</td>
<td>25.0%</td>
<td>26.0%</td>
<td>16.0%</td>
</tr>
<tr>
<td><strong>Questionnaire constructs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived effort</td>
<td>3.29 (1.15)</td>
<td>3.09 (1.20)</td>
<td>3.89 (1.06)</td>
<td>3.03 (1.22)</td>
</tr>
<tr>
<td>Ease of use</td>
<td>3.91 (0.98)</td>
<td>3.20 (1.18)</td>
<td>4.07 (0.90)</td>
<td>2.97 (1.21)</td>
</tr>
<tr>
<td>Usefulness</td>
<td>3.83 (1.06)</td>
<td>2.81 (1.23)</td>
<td>3.80 (1.17)</td>
<td>2.58 (1.38)</td>
</tr>
<tr>
<td>Perceived control</td>
<td>4.06 (0.86)</td>
<td>2.77 (1.02)</td>
<td>3.54 (0.97)</td>
<td>2.54 (1.04)</td>
</tr>
<tr>
<td>Understandability</td>
<td>4.21 (0.81)</td>
<td>3.23 (1.13)</td>
<td>4.13 (0.86)</td>
<td>3.20 (1.76)</td>
</tr>
<tr>
<td>Intent to use again</td>
<td>3.95 (1.22)</td>
<td>2.61 (1.23)</td>
<td>3.93 (1.29)</td>
<td>2.46 (1.41)</td>
</tr>
</tbody>
</table>

Some participants did not make use of certain components at all. For example, they commented: "I am knowledgeable enough that I do not need recommendations." Others gave justifications based on their common behavior: "Never use it [the advisor] in real life." Moreover, several participants indicated that they in general do not like the way of interacting with certain components. This was particularly the case due to negative experiences they had with chatbots, because these "are unreliable," require "a lot of time typing," and at the end, "get things wrong too often.

The questionnaire results are shown in the lower part of Table 1. For all dependent variables, filter and advisor were rated higher than the other components. With respect to perceived effort and ease of use, the advisor performed best. However, as expected, perceived effort was the only dimension in which the filter component received a much lower score (still higher than the score for recommendations and chatbot). The chatbot always received the lowest scores. Participants missed a predefined structure and "expected it to ask leading questions." Also in terms of control and understandability, advisor and chatbot received the lowest scores, and participants were rather undecided if they would use these automated methods again. Nevertheless, the scores were acceptable, and with the high standard deviations, it appears that there were participants who suffered from the lack of control, and participants who enjoyed the reduced effort. Concerning filter and advisor, however, all participants expressed a very positive opinion.

2.2.3 Switching Behavior. Almost all participants switched between components at least once (94.0 %), which already suggests that providing only a single method to support decision making is usually insufficient. One participant explicitly mentioned it "would be better if you could use all components in combination." Nearly half of them (49.0 %) switched components 1 to 3 times over the entire course of the interaction, 33.0 % did so 4 to 5 times. More than 6 switches were made by 12.0 %, the maximum was 10. Table 2 details the reasons participants had for doing so. Trying out the components was the response that was chosen most frequently (R4). This, however, might be different if the system is used again, since the artificial situation of the study and the first contact with the prototype likely motivated participants to try out all components. This also explains that there were only few participants left who switched components because they (still) had the expectation a different one would be more suitable (R5).

The other reasons participants had for switching between components were in line with the characteristics of the techniques: Participants switched from a component because they did not find a suitable item (R1) more often when the interaction was guided only a little (chatbot) or too much limited (recommendations). If, on the other hand, the interaction was strongly guided (advisor), this reason was selected less frequently. Also the filter component was rarely left for this reason (R1), here, however, because participants knew how to use this component, and were thus able to apply at least simple filter criteria. In contrast to these results, participants were less likely to leave chatbot or recommendations in order to verify the results (R2). Mostly, they selected this reason when they switched from advisor or filter to more automated methods. Apparently, they expected that these components would confirm their selection or help them in a similar way as an employee in a brick-and-mortar store. On the other hand, when participants felt the need to further constrain the result set, they switched to the filter—or to the advisor, if they were currently using the filter (R3). As opposed to R1, the latter two reasons imply that the result set needs to be maintained when switching to other components, which clearly calls for an integrated approach to support decision making.

In contrast to some qualitative feedback reported above, several participants found that they "did not know enough about laptops to truly decide what was good and bad" in the recommendation component. Others "expected [the chatbot] to ask leading questions." Accordingly, participants mostly indicated that they hoped the manual components would be more suitable when they left the recommendation, and, in particular, the chatbot component (R5). While participants with high domain knowledge likely continued to the rich mechanisms of the filtering interface, and those with less expertise to the guided advisor dialog, a quantitative analysis in terms of domain knowledge is still required. Then, we will also take other user characteristics such as personality factors and decision-making style into account.

3 TOWARDS A MULTI-METHOD APPROACH

As discussed in Section 1, each method comes with different advantages, and is therefore more or less suitable for users in their respective situation. The study results reported in Section 2 confirm the benefits of having multiple components available. For a more seamless experience, however, the actions performed in one component should automatically update the state of the others. This would make it possible for users to switch between the methods without losing their progress, and to move continuously towards their goal. Next, we present an initial proposal for integrating the methods more closely with each other. This proposal is conceptual, describing the integration from a user perspective, leaving out specific implementation details.

First, it is necessary to ensure that each component can still be used independently, as not all users want or need to use multiple methods. But, as soon as users start to use filter, advisor, or chatbot, these components mutually influence each other, as shown in Figure 2 (a). In line with our study results, users are thus supported in further constraining the result set whenever they switch to a faceted filtering component, namely, by suggestions of filter values and ranges that were not considered so far (in addition to criteria set earlier based on previous responses to advisor or chatbot).
Alternatively, more suitable values and ranges are highlighted automatically. Conversely, based on criteria set by the user in the filter component, the advisor selects the next meaningful question and the chatbot starts (or continues) the conversation accordingly, in this way helping to look for items that appear more suitable than the results obtained with the more specific filter component. Moreover, when switching to advisor or chatbot, users are supported in verifying the current results. This is achieved by highlighting the answer in the advisor dialog that matches best the previously specified filter values, and by enabling the chatbot to answer clarifying questions about the result set.

For the integration of these three components as shown in Figure 2, we propose to exploit a knowledge graph, as already done in different components and their mutual effects (dashed lines).

Figure 2: Visualization of the data flow (solid lines) between different components and their mutual effects (dashed lines).

Table 2: Overview of reasons given for switching between components. Most frequent target components are highlighted bold.

<table>
<thead>
<tr>
<th>Transitions</th>
<th>Frequency</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
<th>R5</th>
<th>R6</th>
<th>R7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filler</td>
<td>52 (47.7%)</td>
<td>13.4%</td>
<td>29.9%</td>
<td>7.5%</td>
<td>40.3%</td>
<td>3.0%</td>
<td>0.0%</td>
<td>6.0%</td>
</tr>
<tr>
<td>Advisor</td>
<td>31 (30.3%)</td>
<td>19.4%</td>
<td>25.8%</td>
<td>16.1%</td>
<td>32.3%</td>
<td>0.0%</td>
<td>6.5%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Chatbot</td>
<td>24 (22.0%)</td>
<td>10.7%</td>
<td>28.6%</td>
<td>7.1%</td>
<td>58.8%</td>
<td>3.4%</td>
<td>0.0%</td>
<td>6.0%</td>
</tr>
<tr>
<td>Rec.</td>
<td>38 (37.6%)</td>
<td>25.7%</td>
<td>37.1%</td>
<td>5.7%</td>
<td>28.6%</td>
<td>11.4%</td>
<td>5.7%</td>
<td>5.7%</td>
</tr>
<tr>
<td>Advisor</td>
<td>43 (42.6%)</td>
<td>37.5%</td>
<td>10.4%</td>
<td>4.2%</td>
<td>35.4%</td>
<td>8.3%</td>
<td>2.1%</td>
<td>2.1%</td>
</tr>
<tr>
<td>Chatbot</td>
<td>18 (17.5%)</td>
<td>18.5%</td>
<td>22.2%</td>
<td>14.8%</td>
<td>40.7%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>3.7%</td>
</tr>
<tr>
<td>Advisor</td>
<td>29 (34.1%)</td>
<td>14.0%</td>
<td>16.3%</td>
<td>14.0%</td>
<td>44.2%</td>
<td>2.3%</td>
<td>7.0%</td>
<td>2.3%</td>
</tr>
<tr>
<td>Chatbot</td>
<td>27 (31.8%)</td>
<td>17.9%</td>
<td>30.8%</td>
<td>7.7%</td>
<td>33.3%</td>
<td>7.7%</td>
<td>2.4%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Chatbot</td>
<td>28 (44.0%)</td>
<td>30.8%</td>
<td>28.2%</td>
<td>2.6%</td>
<td>20.5%</td>
<td>7.7%</td>
<td>2.6%</td>
<td>2.6%</td>
</tr>
<tr>
<td>Advisor</td>
<td>15 (25.8%)</td>
<td>17.4%</td>
<td>23.0%</td>
<td>8.7%</td>
<td>30.4%</td>
<td>23.1%</td>
<td>8.7%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

Table 2: Overview of reasons given for switching between components. Most frequent target components are highlighted bold.
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