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ABSTRACT

In this paper, we introduce an approach for explaining rec-
ommendations in environments that are based on semantic
models. Using a constrained Spreading Activation (CSA)
technique for recommendation generation, we store and ex-
ploit the activation paths leading to recommendations. These
paths later can be used to generate both verbal explanations
and relevance feedback forms.
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INTRODUCTION

Online shops as well as digital libraries or news portals offer
a vast amount of available information. Although this vari-
ety of choice is generally a benefit for the user, the flood of
information usually distracts the users.

This variety of choice may be too much for the user and, if
not filtered adequately, may cause him to leave a website.
The problem is not the amount of data, but an adequate way
of filtering the right content at the right time, so that the user
finds exactly those items he or she is looking for.

One of the most successful ways to support the user’s selec-
tion process is the use of so called Recommender Systems
to hide irrelevant information and present only items that the
user is supposed to like. The decision is usually based on the
user’s past purchases, ratings, or visits as well as his prefer-
ences and needs (if he has decided to name them explicitly).
As a result, recommender systems show personalized infor-
mation of products the user a) has not seen yet and b) is
likely to be interested in. In doing so, they facilitate the ex-
ploration problem.
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The field of recommender systems is a vivid research area
since the 1990s. There have been various approaches to en-
hance the user interface by recommending items or function-
alities the user is supposed to be interested in. Recommender
systems have been established as an independent research
area during the 1990s, having their roots in various disci-
plines like cognitive science and information retrieval. Most
techniques can be roughly divided into content-based [11],
collaboration-based [13], and hybrid approaches [4, 3].

Content-based systems incorporate features associated to the
objects of interest. User ratings or transactions can be ana-
lyzed in order to find out his or her interests, to recommend
items similar to those bought in the past or rated as posi-
tive. For instance, neural nets, decision trees and vector-
based representations can be used for that purpose. Collab-
orative filtering (CF) methods are supposed to be the most
widely implemented recommendation techniques. They can
be partitioned into classical User-based-CF and Item-based
CF methods. User-based techniques identify so-called men-
tors for a user by generating vectors from the user’s ratings
and comparing those vectors, for instance, by correlation
measurement or cosine. They assume that similar users are
interested in similar items. So the mentors ratings for items
are multiplied by the mentors similarity in order to predict
the recommendations.

While research mostly focuses on improving algorithms, trace-
ability is often neglected, although trust and user acceptance
are crucial for these kinds of systems [8]. Some recom-
mender systems are based on semantic models and tech-
niques like Spreading Activation. In this paper, we illustrate
a way of explaining such recommendations and allowing the
user to tweak the recommendation process easily.

ADAPTATION BY CONSTRAINED SPREADING ACTIVA-
TION (CSA)

In 1975, Collins & Loftus introduced a technique called Spread-

ing Activation [6]. This model was originally applied in the
fields of psycho linguistics and semantic priming [1]. Later,
the idea was adopted by computer scientists: Spreading ac-
tivation techniques have successfully been used in several
research areas in computer science, most notably in infor-
mation retrieval [5, 7, 2]. The principles of spreading acti-
vation have also been used by Pirolli & Card [12] in their
information foraging theory.



The basic concept behind Spreading Activation is that all
relevant information is mapped on a graph as nodes with a
certain “activation level”. Relations between two concepts
are represented by a link between the corresponding nodes.
If for any reason one or more nodes are activated their activa-
tion level arises and the activation is spread to the adjacent
nodes (and the ones related to them and so on) like water
running through a river bed. Thereby the flow of activation
is attenuated the more it strides away from the initially ac-
tivated node(s). At the end several nodes are activated to a
certain degree that are semantically related to the concepts
originally selected. We make use of this technique to iden-
tify content to be displayed in adaptive areas of a web appli-
cation [10].

At the beginning, each node has an initial activation value
of 0. When the user clicks on a certain item (for instance
a DVD), the node representing this item is used as initial
node to trigger the activation flow. As a result concepts and
items that are related to the current one have a high activa-
tion value. A little example should illustrate this: The user
might be interested in the movie “Big Fish” and clicks on
the corresponding link.

As a result, the system injects an initial activation (for in-
stance 0.5) into the network node representing “Big Fish”.
This node then spreads some of the activation to semanti-
cally related nodes, like “Ewan McGregor” (who plays the
main character of the movie) and “Tim Burton” (who is the
director). Both nodes, in turn, spread a certain amount of the
received activation to other nodes as well. Ewan McGregor,
for instance, activates “Star Wars - Episode 17, and so on.
Finally all nodes have a certain activation value that repre-
sents their degree of relevance in the current situation. The

basic idea is illustrated in Figure 1.
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Figure 1. The basic idea behind spreading activation.

After that run the activation values are not reset but refined
with every user action. If he clicks on a certain domain item -
for instance a concert - this interaction is taken into account,
too. The node representing that particular concert now is the
initial node to another Spreading Activation run and transmit

activation energy to all related concepts and items. That may
include the concept of a concert in general (and thereby acti-
vating other concerts), the artist, the music genre, the venue
of the concert and so on. Each interaction adopts the weights
more and more to the current context and the user’s interests.

At this point no adaptation is performed yet. Only the under-
lying models are adjusted to the current context and usage
behavior. We believe that it is a good idea to separate these
model adjustment mechanisms from the process of web page
generation. Any changes in the page generation and presen-
tation framework won’t affect the reasoning part of the sys-
tem and vice versa.

Several algorithms have been developed to implement the
concept of spreading activation. Details and a comparison
can be found in Huang et al. [9]. We chose the so called
Branch-and-bound approach.

The branch-and-bound algorithm

The following steps describe a single Spreading Activation
run. As mentioned earlier the activation values are not re-
set after each cycle so that the networks can develop into a
kind of user and context profile. During a Spreading Activa-
tion run two phases can be distinguished: Initialization and
execution.

Initialization:
Before the actual execution of spreading activation begins,
the network must be initialized:

1. The weights for the links are set based on the user’s indi-
vidual context model. Moreover, in our approach, the net-
work is not necessarily in a blank state when a spreading
activation run starts. Therefore, initial activation levels for
each node in the network are set. These are based on the
resulting activation levels of the previous run.

2. The initial nodes are activated with a certain value. The
activation received by the start nodes is added to their pre-
vious state. Optionally the new activation level is calcu-
lated by applying an activation function to this sum.

3. The initial nodes are inserted into a priority queue ordered
by descending activation.

Execution:

After initialization, the following steps are repeated until
a defined termination condition is fulfilled or the priority
queue is empty. The termination condition can be config-
ured freely, but two pre-defined termination conditions are
provided: (1) A maximum of activated nodes is reached,
(2) a maximum of processed nodes is reached. A processed
node is a node that has itself propagated activation to adja-
cent nodes.

1. The node with the highest weight is removed from the
queue.

2. The activation of that node is passed on to all adjacent
nodes, if this is not prevented by some restriction imposed



on the spreading of activation. If a node j receives acti-
vation from an adjacent node 7, a new activation level is
computed for j.

Aj(t+1) = A;(t) + O4(t) X wij X a

where A;(t) is the previous activation of j, O;(t) is the
output activation of ¢ at the time ¢, w;; is the weight of the
relation between 7 and j and a is an attenuation factor. The
output activation of a node is the activation it has received.
An arbitrary function can be used to keep the values in
a predefined range. In most cases a linear or parabolic
function will be meaningful.

3. The adjacent nodes that have received activation are in-
serted into the priority queue unless they have already
been marked as processed.

4. The node that passed on its activation to the neighboring
nodes is marked as processed.

When a new spreading activation run is triggered the values
are not reset, so that the network is refined every time the
process is executed. We implemented an aging mechanism
by attenuating each activation value by 5% before each new
spreading activation run.

TRACEABILITY THROUGH EXPLANATIONS
In adaptive environments, scrutabilit is an important issue

[8].

If humans recommend items to each other, this word-of-
mouth recommendations always include a “social context”
both are aware of. Somebody wondering which book or
movie to buy next would typically ask friends, who are in-
terested in similar genres or have a similar taste. After re-
ceiving a recommendation, he has several cognitive options
to deal with it in order to find out, if he should trust the rec-
ommendation.

He could consider a) the similarity to the recommending per-
son in terms of taste, b) the success rate of previous rec-
ommendations given by that person, or c¢) he could ask the
person the explain why he chose that particular recommen-
dation over possible others [14].

These background information regarding a recommendation,
or explanations respectively, are usually neglected in elec-
tronic recommender systems. Particularly commercial sys-
tems hide a lot of information about the recommendation
process from the user, which makes the whole process very
inscrutable. Of course, sometimes this behavior is necessary
in terms of business secrets. But as a result, most recom-
mender systems act like black boxes, leaving the user with
only to options: Trust the system — or not.

In most cases, he does not have the opportunity to scrutinize
the process. Nor does he know upon which data the system
generated the recommendation. That makes it hard for him
to know whether he should trust the system or not. Espe-
cially considered the fact, that even the best recommender

system may fail from time to time, explanations would be a
great benefit for the user.

Our goal was to explain adaptive system behavior to the user.
In this paper, we concentrate on explaining recommenda-
tions based on CSA as described above. Whenever a user
clicks on an item (for instance a DVD), a CSA run is trig-
gered, activating other items on various paths. Our system
keeps track of theses paths and generates explanations upon
them (Figure 2).

Explanation

The %D Ocean’s Twelve is recommended to you, because

1. You clicked on DD Kill Bill - Volume 1 (details)
2. You clicked on D%D Ocean’s Eleven (details)
3. You clicked an DD Out of sight (details)

Figure 2. Brief explanation of a recommendation.

Basically, the items are displayed that triggered a CSA run
resulting in the recommendation. To be more precise, the ac-
tivation paths leading to the recommendations are analyzed
and the starting points of those paths are displayed.

More detailed explanations are available as well: In addition
to regular labels, we enriched all properties in the semantic
model with strings representing singular and plural verbal-
izations of them (for instance “is performed” and ‘“‘are per-
formed”). Using relatively simple graph algorithms, we can
make use of these verbalizations to generate more sophisti-
cated explanations like those illustrated in Figure 3.

Explanation

The DWD Ocean’s Twelve is recormmended to you, because

That DD has got the following similarities to OWD Ocean's Twelve:
o Filrm Genre: Comedy
o Film Genre: Thriller
o Person: Bernie Mac
o Person: Brad Pitt
o Person: Gearge Clooney
o Person: Matt Daman
o Person: Steven Soderbergh
o Type: Product
o Type: OVD

Fuollowing argumentation(s) base(s) on endogenous factors, such as your click behavior:

o Ocean's Eleven is performed by Person Bernie Mac, just like DVD Ocean's Twelve.
Initizted by an exogenous factor: ne. Induced energy: 0,143, Start age: 13. Length: 2

o Ocean’s Eleven and DWD Ocean’s Twelve are performed by the same Person (Brad Pitt)
Initizted by an exogenous factor: ne. Induced energy: 0,143, Start age: 13. Length: 2

SPREADR inferred wrong? In order to get better recommendations you can give feedback.

Figure 3. Detailed explanation of a recommendation.

Without the verbalization, an activation path would look like
this:

CD Phil Collins - Face value — hasParticipant —
Phil Collins — participatesIn — CD Phil Collins - Dance
into the light — hasGenre — Pop — isGenreOf CD



Genesis - Calling all stations — hasParticipant — Gen-
esis — participatesIn — CD Genesis - Foxtrot.

The verbalization mechanism now looks for certain patterns
and generates a human-readable (and understandable) verbal
representation of this path.

RELEVANCE FEEDBACK

Sometimes in information retrieval or recommender systems,
a presented information does not correspond to the actual
user’s needs. As a consequence, the user is not satisfied with
the results. Relevance feedback is a way of supporting the
system by giving feedback of the quality of the generated
recommendation.

Traditional relevance feedback enhances a retrieval process
by incrementally correcting the results. The basic idea is to
know more about the user’s actual needs. The user has to
provide implicit or explicit feedback by answering certain
questions. In many cases, theses questions are rather vague,
because users are not able to name their needs precisely. So,
the system tries to narrow the alternatives by iteratively re-
fining the results.

In our prototype, we implemented relevance feedback by au-
tomatically generating feedback forms based on the user’s
surfing behavior. The user can use these forms to tell the
system more about his or her actual interests to avoid wrong
recommendations.

Figure 4 illustrates a form for relevance feedback. The user
has the option to react on the recommendations, since the
system is able to automatically generate feedback forms by
exploiting the activation paths. If he states that he does not
want the system to exploit certain items or classes of items,
this has an effect on future CSA runs: In case of a negative
feedback for instance the item is put on a stop list, so that
activation energy will not spread through this particular item.

More sophisticated feedback is possible as well, if the user

decides that a certain item is generally ok (for instance Arnold
Schwarzenegger), but not in connection with other items (for

instance comedies). As a result, action movies by Arnold

Schwarzenegger would be recommended as well as books

about his career as a bodybuilder or politician — but none of

his comedy movies.

In this case, these items, types of items, relations or types
of relations are put on the stop list to prevent the spreading
activation algorithms from flowing through them.

SUMMARY

In this paper, we presented a way of explaining recommen-
dations based on semantic models and constrained spreading
activation. We exploit the activation paths occurring dur-
ing the recommendation process and use simple graph algo-
rithms to generate complex explanations. In a similar way,
relevance feedback forms can automatically be generated to
improve future recommendations.

Feedback

Faollowing argumentation(s) base(s) on endogenous factors, such as your click behavior:

e D%D Terminator belongs to Film Genre Action, just like DD Out of sight

Initiated by an exagenous factor: no. Induced energy: 0,072, Start age: 16. Length: 2

If you elon't likefcare about ane or more argumentation step(s), please check the correspa
To submit your choice please click the "Give feedback” button below:

Types of tems | Relations | Types of Relations

| don't like/care about...

I™ the DVD Terminator.
I™ the Film Genre Action,
the DD Qut of sight.

Give feedback

Figure 4. A form for relevance feedback.
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