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Abstract with each other, or with standard random sampling, in terms

. . . of annotation efficiency the AL community, up until now, as-
We report on an experiment where the decision behavior of dunif : f hii . .
annotators issuing linguistic metadata is observed with an eye- SUmeduniformannotation costs for each linguistic unit, e.g.,
tracking device. As experimental conditions we consider the words (Ringger et al., 2008 ; Settles, Craven, & Friedland,
role of textual context and linguistic complexity classes. Still 2008 - Arora Nyberg, & Rds, 2009). This claim, however
preliminary in nature, our data suggests that semantic com- ' ’ . s ) . ’ '
plexity is much harder to deal with than syntactic one, and has been shown to be invalid in several studies (Hachey, Alex
that full-scale textual context is negligible for annotation, with & Becker, 2005 ; Settles et al., 2008 ; Tomanek & Hahn,
the exception of semantic high-complexity cases. We claim  2010). If uniformity does not hold and, hence, the number of
that such observational data might lay the foundation for em- d units d indi h . f
pirically grounded annotation cost models and the design of annotated units does not indicate the true annotationtsffor
cognitively adequate annotation user interfaces. required for a specific sample, empirically more adequase co
Keywords: Natural Language Metadata Annotation; Annota- models have to be developed. Accordingly, we here consider
tion BilahaVl?r: Eye-Tracking; S)(/jntf’?lc'ﬂc Complexity; Semantic  different classes of syntactic and semantic complexity tha
Complexity; Cognitive Cost Modeling might affect the cognitive load during the annotation pesge
Introduction with the overall goal to find empirically more adequate vari-

_ _ _ ables for cost modeling.

rsurﬁle r://|sred appIrOﬁzhtis LO tmraclrlnr:f Iearnlnrg (MLi)nare Egr The complexity of linguistic utterances can be judged ei-
ently very popuia € natural language processing (N ther by structural or by behavioral criteria. Structurainzo

community. While linguistic regularities are no longer hand plexity emerges, e.g., from the static topology of phrase

c_raft_e d by hum_an experts in this p_afad'gm- hurnan Intervenétructure trees and procedural graph traversals expditie
tion is still required to produce sufficient amounts of relia

annotated training material from which ML classifiers maytopology of parse trees (see Szmag (2004) or Cheung

| idered iricall lid d truthi et Kemper (1992) for a survey of metrics of this type). How-
€arn or, considered as empiricatly vaid ground tru jagfa ever, structural complexity criteria do not translate clie
which NLP systems can be evaluated.

The assignment of linguistic metadata (e.g., related ttspar nto empmcallly Justified cost measures. . ]
of speech, syntactic parses, or semantic interpretatins) The behawora_l approach accounts for this problem as it
plain natural language corpus data, a process catedta- renders ob_servatlo_nal data of the annotators’ eye movament
tion, is a complex cognitive task. It requires a sound compeJ € technical vehicle to gather such data are eye-trackers
tence of the natural language in the corpus, as well as a tlecef{nich have already been used in psycholinguistics (Rayner,
level of domain and even text genre expertise. 1998). .Eye-tra.cker.s were aple to reveal, e.g., how subjects

Meanwhile lots of annotated corpora have been built whicHi€@l with ambiguities (Frazier & Rayner, 1987 ; Rayner,
contain these precious human judgments (e.g., PennTreeBafr00k, Juhas, & Frazier, 2006 ; Traxler & Frazier, 2008) or
(Marcus, Santorini, & Marcinkiewicz, 1993), PennPropBankWith sentences requiring re-analysis, so-called gardén pa
(Palmer, Gildea, & Kingsbury, 2005) or OntoNotes (pradhansentences (Altmann, Garnham, & Dennis, 2007 ; Sturt, 2007).
et al.,, 2007)). Almost all of these annotated corpora were The rationale behind the use of eye-tracking devices for
assembled by collecting the documents to be annotated onthe observation of the annotation behavior is that the fengt
random sampling basis (once the original document set hadf gaze durations and the behavioral patterns underlying ga
been restricted thematically or chronologically). movements are considered to be indicative for the hardness

Only recently, more sophisticated approaches to select thef the linguistic analysis and the expenditures for thedear
annotation material are being investigated in the NLP comef clarifying linguistic evidence (e.g., anchor words) tive
munity. One of the most promising approaches is known a$ard decision tasks such as phrasal attachments or worel sens
Active Learning(AL) (Cohn, Ghahramani, & Jordan, 1996 ; disambiguation. Gaze duration and search time are then take
Tomanek, Wermter, & Hahn, 2007) where an intentional seas empirical correlates of processing complexity and, éenc
lection bias is enforced and only those linguistic samptes a unveil thereal costs. We therefore consider eye-tracking as a
selected from the entire document collection which are conpromising means to get a better understanding of the nature
sidered to be most informative to learn an effective classifi  of linguistic annotation processes with the ultimate gdal o
tion model. When different approaches to AL are compareddentifying predictive factors for annotation cost models
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[Federal Aviation Adminstratiorjrg investigators were to examine the aircraft, said spokesamjArlene]per. She said
[Martinair Holland] orgis certified to fly large jet aircraft into théJS]| oc as a scheduled passenger service.

When the[Cessnaprg took off in rain and snow from the 6,900-foot runway|[&theyenne Municipal Airportloc in
[Wyoming] oc, [Reid]per Was seated at one control pandessicaper was seated at another and her father was jn a
passenger seat in a four-sf@essnaprg 177B, a 21-year-old single-engine plane ownedm®yid]per.

Figure 1: Text snippets taken from7 documents annotated hy) Catior; PERsonandORGanizatiorentity types.

Experimental Design orthographic signals are by no means a sufficient condition
The f f our study is on semantic annotation. the ann for the presence of a named entity mention within a CNP.
€ focus of our study 1S on semantic annotation, € anno- g cpgice of CNPs as stimulus phrases is motivated by

tation of named entity mentions in particular. In this taak, the fact that named entities are usually fully encoded by thi

human annotator has to decide for each word in a sentengg, 4 ¢ linguistic structure. The chosen stimulus — an anno-

whether it belongs to one of the entity types of interest or,_.. . - .
. . tation example with one phr highlighted for annotation —
not. For the first time ever to the best of our knowledge, Wea on examp'e one phrase highlighted for annotatio

lied tracking to study th nitive pr nd allows for an exact localization of the cognitive procesaas
applied eye-tracking 1o study ne cog € Processes®nde ,nnotation actions performed relative to that specific gdira
lying the annotation of linguistic metadata.

We used the English part of thewt7 corpus (Linguistic  Independent Variables

Data Consortium, 2001) for our study, which contaMsw  \ye defined two measures for the complexity of the annotation
York Timesarticles from the year 1996 reporting on plane examples: Theyntacticcomplexity was given by the num-
crashes. These articles come already annotated with thr@gy of nodes in the parse tree dominated by the annotation
types of n_am_ed entities conside_red important in 'Fhe NeWSpgshrase (Szmreésyi, 2004)t According to a threshold on
per domainyiz. “persons”, “locations”, and “organizations”. the number of nodes in such a parse tree, we classified CNPs
Fi.gure 1 dep_icts typical te>.<t snippets from these articles@  5¢ having either high or low syntactic complexity.
with the available annotations. The semanticcomplexity of an annotation example is
Annotation of these entity types in newspaper articles ishased on the inverse document frequestigyv ) of each word
admittedly fairly easy. We chose this rather simple settingy; of the respective CNP according to a reference cofpus.
because the participants in the experiment had no previouge calculated the semantic complexity scormmw%,
gxperiencg with document annotation and .no.serious linguisyherew; is thei-th word of the annotation phrase. Algain,
tic education background. Moreover, the limited number ofye determined a threshold classifying CNPs as having either
entity types reduced the amount of participants’ training/m  pigh or low semantic complexity. This automatically gener-
to the actual experiment, and positively affected the desig areq classification was then manually checked and, if neces-
and handling of the experimental apparatus (see below). g5y, revised by two annotation experts. For instance, if an
We triggered the annotation processes by giving our parannotation phrase contained a strong trigger (e.g., alsocia
ticipants specificannotation examples An example con-  role or job title as with‘spokeswoman”in “spokeswoman
sists of a text document having one singlenotation phrase  Arlene”; cf. Figure 1), it was classified as a low-semantic-
highlighted which then had to be semantically annotated fogomplexity item even though it was assigned a high inverse
named entity mentions. The annotation task was defined su@bcument frequency due to the infrequent wokdene” .
that the correct entity type had to be assigned to each word in Tyg experimental groups were formed to study different
the annotation phrase. If a word belongs to none of the threginds of textual context. In thdocument contextondition
entity types a fourth class, “no entity”, had to be assigned. the whole newspaper article was shown as annotation exam-
The phrases highlighted for annotation weoenplex noun  ple, while in thesentence contexbndition only the sentence
phrasegCNPs), each a sequence of words where a noun (atontaining the annotation phrase was presented. The fartic
an equivalent nominal expression) constitutes the syiotactipants’ were randomly assigned to one of these groups. We
head and thus dominates dependent words such as deterrmn-l—_ _
ers, adjectives, or other nouns or nominal expressionitinc Constituency parse trees were generated using the OpenNLP
. . : TreeBank parseh(t p: // opennl p. sour cef or ge. net/).
ing noun phrases and prepositional phrases). CNPs with even 2We chose the English part of the Reuters RCV2 corpus, a col-
more elaborate internal syntactic structures, such aslg@or  |ection of over 400,000 news stories from 1996 and 1997, as the
tions, appositions, or relative clauses, were isolatemt fiweir ~ reference corpus for our experiments.

syntactic host structure and the intervening linguistidena _ 20 S.0ISE CESRAIEL N 57 SVEra0e 200 B 24 yEa0s (v
rial containing these structures was deleted to sSimpliriyy  ormaj vision capabilities took part in the study. All participants

long sentences. We also discarded all CNPs that did not convere students with a computing-related study background, with

tain at least onentity-critical word, i.e., one which might be 9ood to very good English language skills (mean = 7.9, SD = 1.2,
on a ten-point scale with 1 = “poor” and 10 = “excellent”, self-

a named entity given its orthographic appearance (e.gt; sta assessed), but without any prior experience in annotation practice
ing with an upper-case letter). It should be noted that sucland without previous exposure to academic linguistic education.
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PHOENIX
| 1

Iquestiun , it was an awesome sight : a helicopter appearing seemingly out of nowhere above Arizona State University 's Sun Devil Stadium during Super Bowl |
I)OO( and landing lightly on stage to swoop away halftime headliner Diana Ross . But it was also a potentially deadly stunt , opposed by fire and safety nfficials,l
Ithat required a % 400 million insyrance policy . For weeks , National Football League officials and Super Bowl planners debated the risk of bringing the

Ihelicupter into the packed stadiyim . They even checked with Gov. Fife Symington , who gave his OK. But no one was sure until it happened that it could be

1
\pulled off . We did n't think it \vas worth it , ' said Tempe Fire Marshal Marc Scott , one of a number of fire and safety officials who said they repeatedly

hid Mark Munhall ,

" public-address announcer assured the crowd severdl times , *° This stunt has been te8f2d for your safety .

Jurged the NFL not to use the hellcopter , fearing for the safety of the fans .

ho headed, operations for the Super Bowl Host Committee .||

I
lease remain in your seats . You will be a part of

|5uper Bowl history with the takeoff and landing of an gircraft in the stadium . " But out df sight in the tunnel a} the north end zone sat a fire engine and a ™~

brush truck , ** which is used to dopse flames quickly .

[
I
[
I
lthe firefighters were ready , dress¢d in full gear in case\they were needed . About 45 firefighters were at the gqme , along with about a dozen doctors on call q

lat a nearby command post , nurses| waited in flight suits \ If anything had gone wrong , trjage would have heen det up in ASU 's Packard Stadium and victims |
I
|

ly decorated flier who \nade impressive pickups and dfop-offs in Vietnam . At Ris side was a second pilot in case something]|

Itaken there by ambulance .

Ihelicupter pilot was Rich Lee , a higl

went wrong in midflight .

Irisk was considered such that the Hdst Committee took out a\$ 400 million insurance policy|for the helicopter stunt \ Originally , the comm\ittee thought $ 100 1

| nillion would have been enough . ** Here comes my ride * " Rogs shouted as the McDonnel| Douglas MD Explorer camle into sight . It swept\pver the edge of thel

let out a big sigh of relief when it was over, " said

text above before phrase after below

1
Lstadium and I!ded on a dime on thelstage . *" | can tell you ,

Figure 2: Subareas for the eyetracking analysis. Annatai@mple is of low semantic and low syntactic complexity.

decided for this between-subjects design to avoid anyirrit Stimulus Material

tion of the participants caused by constantly changing CONaccording to the above definition of complexity, we auto-
texts. Accordingly, the participants were assigned to dne oaically preselected annotation examples charactetied
the experimental groups and corresponding context camditi gjther 4 low or a high degree of semantic and syntactic com-
already in the second training phase that took place shortlyjexity. After manual fine-tuning of the example set assyirin
before the experiment started (see below). an even distribution of entity types and syntactic corressn
Hypotheses and Dependent Variables of the automatically_ derived annotation phrase_s, we finally
selected 80 annotation examples for the experiment. These
were divided into four subsets of 20 examples each falling

Hypothesis H1: Annotators perform differently in the two Nt one of the following complexity classes:
context conditions. sem-syn low semantic — low syntactic complexity

H1 is based on the linguistically plausible assumption that SEM-syn  high semantic — low syntactic complexity
annotators are expected to make heavy use of the sur- S€M-SYN  low semantic — high syntactic complexity
rounding context because such context could be helpful for SEM-SYN  high semantic — high syntactic complexity
the correct disambiguation or de-anaphorization of emityExperimentaI Apparatus and Procedure

classes. Accordingly, lacking context, an annotator is ex- ) ) )
pected to annotate worse than under the condition of fulll '€ annotation examples were presented in a custom-built

context. As an adverse effect, the availability of (too much 100! and its user interface was kept as simple as possible not
context might overload and so distract annotators, with 4° distract the eye movements of the participants. It merely
potentially negative effect on annotation performance. contained one frame showing the text of the annotation exam-

ple, with the annotation phrase highlighted (as withark

Hypothesis H2: Annotators’ performance is different for Munhall” in Figure 2). A blank screen was shown after

varying levels of syntactic and semantic complexity. each annotation example to reset the eyes and to allow for
a break, if needed. The time the blank screen was shown was
not counted as annotation time. The 80 annotation examples
were presented to all participants in the same randomized or
der, with a balanced distribution of the complexity clas#es
In order to test these hypotheses we collected data for the fovariation of the order was hardly possible for technical and
lowing dependent variable&) the annotation accuracy —we analytical reasons but is not considered as a drawback due to
identified erroneous entities by comparison with the oagin extensive, pre-experimental training (see below). Thédim
gold annotations in the Mc7 corpus(b) the time needed per tion to 80 annotation examples reduced the chances of errors
annotation example, an@) the distribution and duration of due to fatigue or lack of attention that can be observed in
the participants’ eye gazes. long-lasting annotation sessions.

We tested the following two hypotheses:

The assumption is that high syntactic or semantic complex
ity, in contrast to low complexity, for both complexity type
significantly lowers the annotation performance.
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| subareas | above| left | phrase] right [ below |

percentage of participants looking at a subarea 35 32 \ 100 \ 34 16
average number of fixations in a subarea per participant2.2 14.1 1.3

Table 1: Distribution of annotators’ attention among suéaa per annotation example.

Five introductory examples (not considered in the finalTesting Context Conditions
evaluation) were given to get the subjects used to the exper- .
imental environment. All annotation examples were choser:]_-0 test hypothes!s Hl. we compared the number of annota-
in a way that they completely fitted on the screen (text IengtijfIon €rrors on ent|ty-cr|t|c_a_l words made by the annotators
was limited) to avoid the need for scrolling and thus eye dis-the two contextual conditions (complete documestsen-

traction. The contextual position of the CNP was randomly!€"ce)- Surprisingly, on the total of 174 entity-criticabngs

distributed, excluding the first and last sentence within the 80 annotation examples, we found exactly the same
The participants used a standard keyboard to assign the e ean value of 30.8 errors per participant in both conditions
tity types for each word of the annotation example. All but here were also no significant differences on the average tim

5 keys were removed from the keyboard to avoid extra eyé]eeded to annotate an examplg in both conditions (means
movements for finger coordination (three keys for the posi-Of 9.2 and 8.6 seconds, respectively, whlll, 18) = 0.116,

— 4 i i€
tive entity classes, one for the “no entity” class, and one tc1,0—0.74). These results seem to suggest that it makes no dif

confirm the annotation). Pre-tests had shown that the partic'€'€"Ce (neither for annotation accuracy nor for time) Whet
pants could easily issue the annotations without lookingrdo or not annotators are shown textual context that contaims th
at the keyboard annotation phrase beyond the sentence.

We recorded each participant’s eye movements on a Tobiji 10 further investigate this finding we analyzed the eye-
T60 eyetracking device which is invisibly embedded in a 17"tracking data of the participants gathered for the document
TFT monitor and comparatively tolerant to head movementsContext condition. We divided the whole text area into sev-
The participants were seated in a comfortable position witt£ral subareas as shown in Figure 2. We then determined the
their head in a distance of 60-70 cm from the monitor. Scree/fVerage proportion of participants that directed theiregaz
resolution was set to 1280 x 1024 px and the annotation exeast once at these subareas. We considered all fixatiohs wit
amples were presented in the middle of the screen in a forft Minimum duration of 100 ms, using a fixation radius (i.e.,
size of 16 px and a line spacing of 5 px. The presentatioﬁhe smallest distance that separates fixations) of 30 pxxand e
area had no fixed height and varied depending on the contekfuded the first second as it was mainly used for orientation
condition and length of the newspaper article. The text wa&nd identification of the annotation phrase.
always vertically centered on the screen. Table 1 reveals that on average only 35% of the participants

All participants were familiarized with the annotationkas 00ked in the textual context above the annotation phrase em

and the guidelines in a pre-experimental workshop wher&edding sentence, and even less perceived the context below
about 60 minutes were spent on annotation exercises. Durind6%). The sentence parts before and after the annotation
the next two days, the actual experiments were conductedhrase were, on the average, visited by one third (32% and
each one lasting between 15 and 30 minutes, including cali34%, respectively) of the participants. The uneven distrib
bration of the eye-tracking device. Another 20-30 minutes o tion of the annotators’ attention becomes even more apparen
training time directly preceded each individual experimen in @ comparison of the total number of fixations on the dif-
After the experiment, the participants were interviewed an ferent text parts (see Table 1): 14 out of an average of 18
asked to fill out a questionnaire. Overall, the experimeokto fixations per example were directed at the annotation phrase
about two hours for each participant for which they were fi-and the surrounding sentence, the text context above the an-
nancially compensated. The participants were also ingtduc notation chunk received only 2.2 fixations on the average and
to focus more on annotation accuracy than on annotation timée text context below only 1.3.
as we wanted to avoid random guessing. Accordingly, as an Thus, eye-tracking data indicates that the textual comsext
extra incentive, we rewarded the three participants with th not as important as might have been expected for quick and
highest annotation accuracy with cinema vouchers. Non@ccurate annotation. This result can be explained by the fac
of the participants reported serious difficulties with eith that participants of the document-context condition used t
the newspaper articles or the annotation tool and all stsbjec context whenever they thought it might help, whereas par-
agreed that they understood the annotation task very well. ticipants of the sentence-context condition spent more tim
thinking about a correct answer, overall with the same tesul
Results
We used a mixed-design analysis of variance (ANOVA) “In general, we observed a high variance in the number of errors

model to test the hypotheses, with the context condition agnd time values between the subjects. While, e.g., the fastest partic-
ant handled an example in 3.6 seconds on the average, the slowest

) ) i
between-subjects factor and the two complexity classes atgne needed 18.9 seconds; concerning the annotation errors on the
within-subject factors. 174 entity-critical words, these ranged between 21 and 46 errors.
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experimental| complexity | e.-c. time errors
condition class words | mean SD| mean SD rate

sem-syn 36 40s 20| 27 21 .075
document | SEM-syn 25 92s 6.7 51 14 .204
condition sem-SYN 51 96s 4.0/ 91 29 .178
SEM-SYN 62 142s 9.5| 139 45 .224
sem-syn 36 39s 13| 1.1 14 .031
sentence SEM-syn 25 75s 28| 6.2 19 .248
condition sem-SYN 51 96s 28| 9.0 39 .176
SEM-SYN 62 135s 5.0 145 34 .234

Table 2: Average performance values for the 10 subjectsaf eaperimental condition and 20 annotation examples di eac
complexity class: number of entity-critical (e.-c.) wordsean annotation time and standard deviations (SD), mezotation
errors, standard deviations, and error rates (number ofedivided by number of entity-critical words).

Testing Complexity Classes complexity | fixation on phrase fixation on context
To test hypothesis H2 we also compared the average annoL___¢/ass | mean SD__ | mean sD
tation time and the number of errors on entity-critical weord sem-syn 4.9 4.0 1.0 2.9
for the complexity subsets (see Table 2). The ANOVA results | SEM-syn 8.1 5.4 5.6 5.6
show highly significant differences for both annotationgim sem-SYN | 18.1 7.7 15 2.0
and errorS. A pairwise comparison of all subsets in both | SEM-SYN | 254 9.3 5.0 4.1

conditions with repeatetttest measurements showed non- o )
significant results only between the SEM-syn and Syn_SEMTabIe 3: Average number of fixations on the annotation
subset§. Thus, the empirical data generally supports hypothph_rase and context for the document condition and 20 anno-
esis H2 in that the annotation performance seems to cagrelaf@lion examples of each complexity class.

with the complexity of the annotation phrase, on the average . _ :
a plot for one participant which illustrates a scanning-

Context and Complexity for-coreference behavior we observed for many annotation
We also examined whether the need for inspecting the Cor{:_)hrases with high semantic complexity. Words were searched

text increases with the complexity of the annotation phrase'n the upper cpntext, which accordmg_to their o_rthograph|c
So we analyzed the eye-tracking data in terms of the averagié’Pearance might refer to a named entity, but which could not
number of fixations on the annotation phrase and on its enfully be resolved only relying on the information given byth

bedding contexts for each complexity class (see Table 3. Thannotation phrase itsc?,lyc and its emb(_adding sentence. Shis i
values illustrate that while the number of fixations on the an the .case"foi‘RoseIawn in the annotation phraS‘Rqselawn
notation phrase rises generally with both the semanticlad t 2CCident”. The context reveals that Roselawn, which also oc-
syntactic complexity, the number of fixations on the contextCurs In the first sentence, is a location. A similar procedire
rises only with semantic complexity. The number of fixationsaISO performed for acr_onyms_and abbreviations Wh'_Ch f:annot
on the context is nearly the same for the two subsets with oW resolved from the immediate local context. As indicated

semantic complexity (sem-syn and sem-SYN, with 1.0 andy the gaze movements,.it a[so became apparent that texts
1.5), while it is significantly higher for the two subsets it Were rather scanned for hints instead of being deeply read.

high semantic complexity (5.6 and 5.0), independent of the Summary and Conclusions
syntactic complexity. These results suggest that the need for ) ) )
context mainly depends on the semantic complexity of the/Ve explored the use of eye-tracking technology to investi-
annotation phrase, while it is less influenced by its syitact gate the behavior of human 'a'nnotators during the.assf|gnment
complexity. of thr_ee types of named entltles_ — persons, _orgamzatlods an
This finding is qualitatively supported by gaze plots we locations — based on the eye-mind assumption. We tested two

generated from the eye-tracking data. Figure 3 shows sudmain h_ypoth(_ases: one relating tq the amo.unt of contextual in
formation being used for annotation decisions, the otHat-re
SAnnotation time resultsF (1,18) = 25, p < 0.01 for semantic  ing to different degrees of syntactic and semantic compylexi
complexity andF (1,18) = 765, p < 0.01 for syntactic complexity;  of expressions that had to be annotated. We found experimen-
Annotation complexity resultsF(1,18) = 48.7, p < 0.01 for se- . . -
mantic complexity andF (1,18) = 184, p < 0.01 for syntactic com-  tal eyldence th_at Fhe textual context is searched fqr _ctm:|5|
plexity. making on assigning semantic meta-data at a surprisingly lo
8t(9) = 0.27, p = 0.79 for the annotation errors in the document rate (with the exception of tackling high-complexity settian

icnotr]r:g)fst:r?tg(rjlglggbﬁ?&?)c;gn%ii%hp =0.08for the annotation time .55 and resolving co-references) and that annotatitrper

7ANOVA result of F (1,19) = 19.7, p < 0,01 and significant dif- ~Mance highly correlates with semantic complexity and to a
ferences also in all pairwise comparisons. lesser degree with syntactic complexity.
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Oleses iaa i e
The final report on the crash i which killed all 68 pe

the airworthiness of the model closty enough and failed to pay enou o ¢fiotigh and failed to pay enou

the plane , the ATR42 , had shown gimilar ~ roll anomalies " on sever | the plane , the ATR-42 , had gimilar ~ roll anomalies " on seve!
Incident and others , the plane 's manjufacturer , then called Avions Tt | Incident and others , the plan

not say that an ice buildup could makp an aileron pop up , leading to | not say that an ice buildup coul§ make an aileron pop up , leading to

and the known

phic potential of ATR of g and phic potential of ATR of

to track incidents in a timely way and thus missed the opportunity to us missed the opportunity to

Hall , the board chairman , noted that A1R had also made the cause o
data recorder that captured more than 140 kinds of data . In contrast , agliifed more-t oflhds of data . In contrast ,
black boxes “ on that plane captured only a handful of kinds of data . 0 Pine captured only a handful of kinds of data .
in the United States , said it was ~ rather hizarre " to call the brochure § ias  rather bizarre * to call the brochure
the manufacturer said that the plane had been operating =~ well outsid e had been operating ~ well outsid

to fly . The company passed on all the infoymation it had , the stateme 8ll the information it had , the stateme

Roselawn accident , the extreme icing scenhrio that led to the ATR-72

incidents'\ The French govermnment 's reprdsentative to the inquiry ,

phrase antecedent

Figure 3: Annotation example with annotation phrase andtitecedent fofRoselawn” in the text (left), and gaze plot of one
participant showing a scanning-for-coreference behdvigint).

The results of these experiments can be taken as a heuriRayner, K. (1998). Eye movements in reading and informa-

tic clue to focus on cognitively plausible features of leagn tion processing: 20 years of researdAsychological
empirically rooted cost models for annotation (see Tomanek Bulletin, 126, 372—-422.
Lohmann, Ziegler, et Hahn (2010) for more details). Rayner, K., Cook, A., Juhas, z. B., & Frazier, L. (2006). Im-
o mediate disambiguation of lexically ambiguous words
Réferences during reading: Evidence from eye movemeiistish
Altmann, G., Garham, A., & Dennis, Y. (2007). Avoiding  Journal of Psychology7, 467-482.
the garden path: Eye movements in contdrurnal of ~ Ringger, E., Carmen, M., Haertel, R., Seppi, K., Lonsdale,
Memory and Languag@1(2), 685-712. D., McClanahan, P., et al. (2008). Assessing the costs
Arora, S., Nyberg, E., & Rds C. (2009). Estimating annota- of machine-assisted corpus annotation through a user
tion cost for active learning in a multi-annotator envi- study. INLREC 2008 — 6th International Conference on
ronment. INAACL HLT Workshop on Active Learning Language Resources and Evaluat{pp. 3318-3324).
for Natural Language Processir{gp_ 18_26) Setﬂes, B., Craven, M., & Friedland, L. (2008) Active lear
Cheung, H., & Kemper, S. (1992) Competing Comp|exity Ing with real a.n'notation (.IOStS. NIPS 2008 WorkShop
metrics and adults’ production of complex sentences. on Cost-Sensitive Machine Learni(gp. 1-10).
Applied Psycholinguisticd.3, 53-76. Sturt, P. (2007). Semantic re-interpretation and gardém pa
Cohn, D., Ghahramani, Z., & Jordan, M. (1996). Active recovery.Cognition 105 477-488. .
learning with statistical modelsJournal of Artificial ~ Szmrecanyi, B. M. (2004). On operatlonal!zmg syntactic
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