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ABSTRACT
Providing explanations based on user reviews in recommender
systems may increase users’ perception of transparency. However,
little is known about how these explanations should be presented to
users in order to increase both their understanding and acceptance.
We present in this paper a user study to investigate the effect of
different display styles (visual and text only) on the perception of
review-based explanations for recommended hotels. Additionally,
we also aim to test the differences in users’ perception when provid-
ing information about their own profiles, in addition to a summa-
rized view on the opinions of other users about the recommended
hotel. Our results suggest that the perception of explanations re-
garding these aspects may vary depending on user characteristics,
such as decision-making styles or social awareness.

CCS CONCEPTS
• Information systems→ Recommender systems; •Human-
centered computing → User studies.
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1 INTRODUCTION
Nowadays, recommender systems (RS) are still perceived as black
boxes by users, where little can be done to obtain the reasons
that justify the recommendations. Providing explanations of the
rationale behind a recommendation can bring several benefits to RS.
In particular, explanations may serve the aims of transparency (the
system explains how it works) and effectiveness (user can make
good decisions) [21], among other explanatory aims. Among the
most popular approaches are the feature-based explanations, which
can provide rationale for content-based methods by providing users
with item features that match their preferences (e.g. [20]), as well
as explanations based on relevant users or items, which provide
rationale for collaborative filtering methods (e.g. [7]). More recently,
there has been increased interest in the use of user reviews in
explanation methods, given the richness of information reported
on diverse aspects, which cannot be deduced from the overall item
ratings. The above represents a potential for the generation of
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argumentative explanations, which seek to provide more robust
statements on both positive and negative aspects reported by users
in order to support an item recommendation, compared to shallow
sentences like Amazon’s “Customers who bought . . . also bought...”.

Currently, while one of the most used approaches to evaluate the
quality of review based explanations is the use of offline evaluation
metrics (e.g. BLEU [16] and ROUGE [13] in the case of natural
language generated statements), a more comprehensive empirical
assessment of users’ perception is still needed, in order to answer a
relevant question that remains open: how to present argumentative
explanations in an comprehensible manner, in order to meet the
explanatory aims of transparency and effectiveness? Previously,
and with the aim of deepening this matter, [8] compared different
types of review-based argumentative explanations in the hotel
domain, and found that users perceived a higher explanation quality
when an aggregated view of positive and negative opinions using
percentages was provided, compared to a summary of opinions
without providing any percentage; furthermore, a greater perceived
transparency was reported for explanations with the aggregated
view using percentages of opinions, compared to explanations that
only provided a useful review. Thus, showing a consolidated view
of other users’ opinions using percentages seems to be an effective
way of providing explanations in systems that assist the evaluation
of items such as hotels. However, it remains unclear what is the
most proper way to display statistical information based on user
reviews as part of the explanations. Here, for example, users with
lower visual abilities might benefit less from a display based on
images or graphics [10, 18], compared to a presentation using only
text.

Depending on the method used to generate the recommenda-
tions, the explanations may reflect either the properties of the items
or the preferences of the users, which were used to generate the
recommendations. In terms of displaying user preferences as part of
explanations, a target user might be benefited from knowing which
of her/his performed interactions with the system are having an ef-
fect on a current recommendation, as pointed out by [7]. Although
providing a view on user profiles in content-based or item-based
collaborative filtering methods might be considered as an usual
practice (e.g. [7, 23]), information on users’ profile is often omitted
in review-based explanations, and used only implicitly, e.g. to filter
and sort lists of relevant features, as in [15]. Thus, a question that
remains open is to what extent providing information on user pref-
erences influences the perception of review-based explanations by
users.

Consequently, we set out to answer the following research ques-
tions in regard to different explanatory aims (explanation quality,
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transparency, effectiveness, efficiency, and trust) and review-based
explanations:

RQ1: Does the display style of explanation (using charts or only
text) influence the perception of the variables of interest?

RQ2: Does including or not the information about user prefer-
ences influence the perception of the variables of interest?

Similarly to [8], we also aimed to test the effect that user charac-
teristics may have on the perception of the explanations, in particu-
lar regarding decision making style (rational and intuitive) [6] and
the ability of the user to take into account the views of others (social
awareness) [5]. Additionally, we also aimed to test the influence
that visual familiarity may have on explanations perception, for
which we used the items proposed by [12]. Consequently:

RQ3: Do individual differences in visual familiarity, social aware-
ness or decision making styles influence the perception of our pro-
posed explanations design?

In order to address these questions, we conducted a user study
to test the perception of explanations based on user opinions in
the hotel domain, given different display styles and whether or not
user profile information is shown. Explanation design is elaborated
in detail in section 3. Additionally, we based our approach on the
explicit factor model (EFM) proposed by [27], a matrix factoriza-
tion based model that seeks to align implicit features with explicit
features extracted from user reviews, to generate explanations.

2 RELATEDWORK
Review-based explanationmethods leverage the richness of detailed
information on positive and negative item aspects reported by users
in their reviews, information that is usually hard to grasp from
overall item ratings. By using these methods, the following types
of explanation can be generated: 1) An abstract summarization
of review findings, i.e. statements generated in natural language
representing a summarized version of the original content extracted
from reviews, e.g. [3], who proposed a method based on natural
language generation (NLG) techniques. 2) A selection of helpful
reviews that might be relevant to users, as proposed by [2], who
uses a deep learning model and word embeddings to jointly learn
user preferences and item properties, and an attention mechanism
to detect features that are of most interest to the target user. 3) A
summarized view of pros and cons on specific item aspects reported
by other users. Here, topic modelling and aspect-based sentiment
analysis are usually used to detect the sentiment polarity towards
item aspects or features addressed in reviews, as in [4, 26, 27].
Subsequently, such information can be integrated to RS algorithms
like matrix or tensor factorization, as in [1, 25, 27] in order to
generate both recommendation and aspect-based explanations.

In this paper we focus on the third approach. Here, explanations
proposed are usually presented to users either providing 1) a sum-
mary of the positive and negative opinions on different aspects e.g.
using bar charts as in [15] or word clouds and radar charts as in
[26], or 2) sentences generated using templates, e.g. “You might
be interested in [feature], on which this product performs well”.
Although bar charts reflecting positive and negative views might be
perceived as more informative than brief template-based textual ex-
planations, or even easier to interpret than challenging radar charts,
it remains unclear whether there is a difference in the perception

of review-based explanations when they are presented using visual
representations (e.g. charts) as opposed to only text. In this regard,
[12] proposed a series of explanations based on a hybrid RS in the
music domain, and tested, among others, the influence that the
presentation format could have on users’ perception. In this case,
the authors found that textual explanations were perceived as more
persuasive than the explanations provided using a visual format;
however, users with greater visual familiarity perceived one of the
visual format explanations more positively (a Venn diagram).

In regard to the types of information provided, while it is com-
mon to present an overview of user preferences and their relation
to item properties in content-based and item-based explanation
methods (e.g. [7, 23]), little is known about the effect of presenting
the user profile as part of review-based explanations. In fact, in the
examples provided by [15], the user preferences are only implicitly
represented (i.e. aspects are sorted by user importance in [15], but
this is not communicated to users), unlike [26], which provides
them explicitly. However, as no user evaluation was applied in the
latter case, it remains unclear to what extent providing such infor-
mation influences the perception of this kind of explanation by the
target users.

Finally, in order to address our above mentioned research ques-
tions, we implemented the explicit factor model (EFM) proposed
by [27], and extended their work by proposing and testing the
perception of users of a set of argumentative explanations, that
seek to provide more robust reasons behind recommendations in
comparison to the brief template-base explanations proposed in
the original EFM work. The EFM model uses, in addition to the
user-item ratings matrix, two additional matrices: an item quality
matrix (including number of negative and positive comments per
aspect) and an user preference matrix (times that a user mentioned
an aspect in her/his reviews); by using these matrices, it is possible
to generate explanations involving both user preferences and item
profiles, which can be represented both in visual and only text
styles.

3 EXPLANATION DESIGN
In the context of recommendation systems, review-based argumen-
tative explanations could be understood as a set of propositions,
summarizing positive points reported by other users on specific
aspects, that support the claim that an article can be recommended
to a user. In this respect, information extracted from user reviews
could be consolidated and provided as propositions, which would
constitute the backing component according to the argumentative
scheme proposed by Toulmin [22], while the conclusion (the item
is recommended) constitute itself a claim. While this could be con-
sidered a ‘shallow’ structure, compared to the complete Toulmin
argument scheme (which involves additional components, like re-
buttal or refutation), it resembles explanation schemes based on
deductive arguments, such as those widely used in the scientific
field (i.e. a set of explanatory propositions is logically followed by
an explanatory target, as discussed by [19]), or even more particu-
larly, explanation schemes in RS such as the one used by [? ], who
provides brief sentences - two facts and a claim - as explanations
for content-based recommendations of hiking routes, energy and
mobile phone plans.
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In consequence, our explanation design seeks to represent an
argumentative structure, while reflecting in turn the arguments
provided by other users in their reviews, in a consolidated manner.
Therefore, our proposed scheme consists of a claim (“We recom-
mend this hotel”) and the propositions that support such claim,
connected with the conjunction “because”. We propose to provide
the following pieces of information within proposition statements:

1. Item quality: A summary of comments reported by previous
hotel guests for different aspects, as well as what percentage were
positive and negative.

2. User preferences: what are the most important item aspects
to the target user. In this regard, we aimed to make the user’s own
profile transparent, by showing the user’s inferred importance of
each aspect, together with the opinions of other users about the
aspect (as shown in the examples included in figures 1a and 1c),
in order to facilitate a direct comparison of the points of view of
others and their alignment with their own preferences.

3. Statements that inform how the user preferences and item
quality are extracted (e.g,“based on how often you mentioned these
features in your own comments before”). We believe that providing
this information, in addition to the information listed above, could
increase the perception of trust by users, while decreasing the
perception that they are interacting with a black box.

While arguments are usually associated with oral or written
speech, arguments can also be communicated using visual repre-
sentations (e.g. graphics or images). In this regard, according to [9],
visual arguments (a combination of visual and verbal communica-
tion) may, in addition to representing propositional content, have
a greater "rhetorical power potential" than verbal arguments, due
(among others) to their greater immediacy.

In consequence, we aimed to test the effect of the two factors:
display style and display of the user preferences. An example of each
condition is provided in Figure 1.

‘Visual’ style: Provides a view of the number of comments per
aspect and percentages of positive and negative opinions using bar
charts.

‘Text’ style: Provides the same information used in the visual
condition, but instead of using bar charts, presents the information
using only text, organized within a table.

Additionally, every display style involves two variations:
User preferences ‘yes’. The information about the user prefer-

ences is provided.
User preferences ‘no’. No information about the user prefer-

ences is displayed.

4 EMPIRICAL STUDY
We aimed to compare users’ perception of review-based argumen-
tative explanations, given different styles of display (visual or text).
In this regard, we hypothesized that users with greater visual abili-
ties would find explanations better when these are provided using
visual aids, like a bar chart, in comparison to only textual informa-
tion (H1), as reported by [12] in the music domain. Additionally,
we also aimed to test whether users’ positive perception of the RS
would increase when information about the user preferences is
provided. Here, we hypothesized that users would report a more
positive perception of the RS when information about their user

preferences is provided (H2), as reported by [7] for explanations
based on collaborative filtering methods.

To test the above, we recruited 150 participants (66 female, mean
age 39.08 and range between 23 and 73) through Amazon Mechani-
cal Turk. We restricted the execution of the task to workers located
in the U.S, with a HIT (Human Intelligence Task) approval rate
greater than 95%, and number of HIT’s approved greater than 500.
We applied a quality check in order to select participants with qual-
ity survey responses, i.e. at least 5 of the 6 high priority validation
questions were answered correctly, more than 30s were spent on
the recommendation step and more than 50s on the evaluation
questionnaire. The responses of 46 subjects were discarded due to
this quality check (from an initial number of 195 workers), so only
the responses of 150 subjects were used for the analysis (statistical
power of 85%, α =0.05). Participants were rewarded with $1 plus
a bonus up to $0.4 depending on the quality of their response to
the question “Why did you choose this hotel?” set at the end of
the survey. Time devoted to the task by participants (in minutes):
M=8.04, SD= 1.62.

The study follows a 2x2 between-subjects design, and each partic-
ipant was assigned randomly to one of six conditions that represent
the combination of the two factors: display style and user prefer-
ences provided or not. Similarly to [8], we presented participants
with a fixed list of 5 hotels that represented the recommendations
for a hypothetical hotel search, and a detailed view including an
explanation of why every item was recommended. Then, partic-
ipants were asked to choose the hotel they considered the best,
to report their reasons to it, and to rate their perception of both
recommender and its explanations. The explanations and recom-
mendations were generated using the EFM algorithm [27] and the
dataset of hotels’ reviews, ArguAna [24], although they were pre-
sented to the participants only through a prototype, i.e. no real
system was implemented to allow the interactions.

Given that we could not ensure access to previously written
participants’ reviews (which is not only important for the optimal
functioning of the algorithm, but also constitutes a base to test the
condition “user preferences”), we calculated the top 5 of the most
important aspects to all users within the dataset, namely: room,
price, facilities, location and staff. Then, a random user was chosen
from the dataset with those same preferences, and 5 of her top-
ranked options according to the EFM algorithm were selected to be
presented to participants, alongside their explanations. Additionally,
we presented the users with a cover story, in which we told the
users to pretend that their most important aspect was the "room"
and the "price".

Conditions:We tested two display styles: “visual” (depicts expla-
nations using bar charts) and “text” (using only text). Additionally,
we tested the effect of including a view of the user preferences “yes”
(when included) “no” (when no information of user preferences is
provided). Section 3 provides further details on every display style
and user preferences information.

Procedure: First, participantswere asked to answer demographic
questions and the questionnaire on user characteristics. We indi-
cated in the instructions step that a 5 hotels list reflecting the
results of a hypothetical hotels’ search would be presented. We
asked them to click the “View Details” button for each hotel, and to
read carefully the explanations provided in each case (examples of
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Figure 1: Explanations displayed in empirical study for every experimental condition, for one of the recommended hotels. a)
Style ‘visual’ , user preferences ‘yes’. b) Style ‘visual’ , user preferences ‘no’. c) Style ‘text’ , user preferences ‘yes’. d) Style ‘text’
, user preferences ‘no’.

explanations for the different experimental conditions are provided
in Figure 1). Additionally, we provided a cover story, as an attempt
to establish a common starting point in terms of reasons to travel
(a business trip), and the supposedly most interesting aspects for
the user (room and facilities).

The list of hotels, their names, photos, prices and locations, as
well as their ratings and the numbers of reviews and positive and
negative opinions, remained constant to all users. Variations fo-
cused only on display style and the presentation of user preferences,
depending on the condition to which each participant was assigned.
After the interaction with the prototype, subjects were asked to
choose the hotel that best suited their purpose, as well as an open
question about their reasons for choosing that hotel. Then, subjects
answered the evaluation questionnaire. In addition, we included an
open-ended question, so that participants could indicate in their
own words their general opinion about the explanations provided.
We included 11 validation questions to check attentiveness and the
effective completion of the task.

Questionnaires:
Evaluation: Similarly to [8], we utilized items from [17] to evalu-

ate the perception of transparency, [11] of effectiveness (user can
make good decisions), [14] of efficiency (user can make decisions
faster), and [14] of trust. Furthermore, we adapted items from [11]
to evaluate explanation quality. All items were measured with a 1-5
Likert-scale (1:Strongly disagree, 5: Strongly agree).

User characteristics: We used all the items of the Rational and
Intuitive Decision Styles Scale [6] as well as the scale of the social
awareness competency proposed by [5]. Additionally, We used

the visual familiarity items as proposed by [12]. All items were
measured with a 1-5 Likert-scale (1:Strongly disagree, 5: Strongly
agree).

5 RESULTS
Evaluation scores. Evaluation scores were calculated for each
variable of interest (quality of the explanation and its objectives:
transparency, effectiveness, efficiency and confidence), as the aver-
age of the individual values reported for the questionnaire items
related to each variable (descriptive results by display style and
display of user preferences are reported in Table 1).

Analysis of covariance AMANCOVA analysis was performed,
given that our dependent variables are correlated (correlation co-
efficients included in Table 1). This analysis sought to assess the
simultaneous effect of display styles and display of user prefer-
ences on the perception of the explanation aims, and to what extent
the considered user traits could influence such perception. Here,
the dependent variables were the evaluation scores, the indepen-
dent variables were style and user preferences, and the covariates
were user characteristics. Then, subsequent ANCOVA analyses
were performed, in order to test the effect of interactions between
independent variables and covariates. The findings are described
below.

Multivariate effects:
We found significant multivariate effects for rational F( 6, 138)

= 3.75, p <.01 and intuitive F( 6, 138) = 2.83, p <.05 decision making
style, as well as for social awareness F( 6, 138) = 5.64, p <.001. No
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Table 1: Mean values and standard deviations of perception on explanation aims, per display style and display of user prefer-
ences (n=150); values reported with a 5-Likert scale; high mean values correspond to a positive perception of recommender
and its explanations. Pearson correlation matrix, p<0.001 for all correlation coefficients.

Style Text Visual User Preferences Yes No Correlation Variable
Variable M SD M SD M SD M SD 1 2 3 4
1. Explanation Quality 3.83 0.65 3.86 0.67 3.88 0.67 3.81 0.654
2. Transparency 3.80 0.72 3.78 0.80 3.87 0.71 3.72 0.793 0.52 —
3. Effectiveness 3.88 0.61 3.75 0.75 3.84 0.76 3.79 0.612 0.60 0.49 —
4. Efficiency 3.96 0.73 3.89 0.92 4.00 0.78 3.86 0.869 0.36 0.39 0.52 —
5. Trust 3.75 0.60 3.89 0.63 3.84 0.65 3.81 0.588 0.66 0.47 0.67 0.58

significant overall effects were found for display style, the display
of user preferences, their interaction, nor visual familiarity.

Univariate effects:
Explanation quality:
Neither the display style nor the display of user preferences influ-

ences significantly the perception of explanation quality. However,
a significant interaction between social awareness and the display
of user preferences was found F(1, 146) = 4.79, p<.05., with the "yes"
condition having a steeper slope than the "no" condition (showing
a positive relationship between social awareness and displaying
user preferences), the latter remaining constant regardless of the
social awareness score (Figure 2b). Additionally, a main effect of the
intuitive decision making style on explanation quality was found
F(1, 146) = 11.35, p<.001; here, a positive trend was observed between
the two variables.

Transparency: No main effects of display style or display of user
preferences were found. However, a main effect of social aware-
ness on transparency was observed F(1, 146) = 8.39, p<.01; here, we
observed a positive trend in the relationship between these two
variables (Figure 2d).

Effectiveness:
No main effect of display style or display of user preferences

was observed. However, a main effect of rational decision-making
style F(1, 146) = 8.91, p<.01 and social awareness was found F(1,
146) = 16.10, p<.001; here, a positive trend is observed between both
variables and effectiveness (effect on social awareness in figure
2d). Additionally, although the interaction between display style
and rational decision-making style is not significant, F(2, 146) =
2.82, p=.09, we observe that the positive trend of the relationship
between the "visual" condition and the rational decision-making
style was more pronounced than in the "text" condition. (Figure
2c).

Efficiency: A main effect of rational decision-making style F(1,
146) = 11.63, p<.01 and social awareness was found F(1, 146) = 8.76,
p<.01; here, a positive trend is observed between both variables and
efficiency (effect on social awareness in figure 2d).

Trust: A main effect of rational decision-making style F(1, 146)
= 14.70, p<.001 and social awareness was found F(1, 146) = 40.49,
p<.001; here, a positive trend is observed between both variables
and trust (effect on social awareness in figure 2d).

User characteristics scores. We calculated the scores of the
rational (M = 4.24, SD= 0.56) and the intuitive (M = 2.65, SD= 1.01)
decision making styles, social awareness (M = 3.92, SD= 0.59) and
visual familiarity (M = 3.03, SD= 1.02) for each individual as the

average of the reported values for the items of every scale. Figure
2a shows the distributions of these scores.

6 DISCUSSION
Our results suggest that the display style or the display of user
preferences do not influence the perceived quality of the proposed
explanations, unless individual differences are taken into account,
such as social awareness, i.e the extent to which subjects tend to
take into account the opinions of others. In particular, we find
an interaction effect between social awareness and the display of
user preferences. In particular, our findings suggest that people
who tend to listen more to other users, tend to perceive better
the explanations that include information about their own profile.
On the other hand, when user preferences are not displayed, the
perception of explanation quality remains pretty much the same,
despite the extent of users’ social awareness. At this respect, we
believe that users with greater abilities to take into account the
opinion of others might appreciate the chance to see the alignment
of their own preferences with the opinions of others, in an effortless
manner, since the metric of importance to the user for each aspect
was placed next to the metric of other users’ opinions for the same
aspect.

On the other hand, even though themean transparency is slightly
higher for the "yes" condition of display user preferences variable,
the differences are not significant. This is somewhat surprising, as
we expected, in particular, that users would perceive as much more
transparent a system that showed them which of their information
the RS was using to infer their "user profile". However, it is diffi-
cult to make a strong statement about this based on the present
study, mainly because the system did not display the real subjects’
preferences (preferences were fixed as indicated in the cover story).
Second, more skeptic users may think that the system is hiding
additional information about the user’s profile that might be used
to generate recommendations, so showing only frequencies of user
aspects’ mentions may not be enough to satisfy their curiosity. Sim-
ilar concerns apply to the confidence variable, where no significant
differences between conditions were found either.

Additionally, results showed no significant differences in the
perception of effectiveness, across conditions. However, the results
suggest that the more rational a user is when making decisions, the
more useful the proposed explanations will be in achieving their
goal (choosing a hotel). In particular, we observe a tendency to
further penalize visual explanations in terms of perceived effective-
ness when users are less rational in making decisions. This could
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Figure 2: a) Kernel density estimate of user characteristics scores: rational and intuitive decision making styles, social aware-
ness and visual familiarity. b) Interaction plot for explanation quality (fitted means of individual scores) between display of
user preferences and social awareness. c) Interaction plot for effectiveness (fitted means of individual scores) between dis-
play style and rational decision making style. c) Effect of social awareness on all explanation aims (fitted means of individual
scores). All scores within the range [1,5].

be explained by the fact that more rational subjects prefer to use as
much information as possible to make an informed decision, while
less rational subjects not only tend to need less information, but
may find the visual content of the explanation too overwhelming
or difficult to process compared to the condition of the text, so
that the processing effort does not compensate for the amount of
information required. The same pattern was also observed for the
efficiency variable.

Finally, our results indicate that social awareness seems to play
a meaningful role in the overall perception of both explanations
and the overall RS, since we found significant main effects of it
on all evaluated variables. Here, people with a higher disposition
to listen and take into account others’ opinions, tend to like the
proposed explanations more, and to perceive the overall RS as more
transparent, effective and trustworthy than people with lower social
awareness.

7 CONCLUSION
In this paper, we have presented the design of argumentative expla-
nations based on reviews, in display styles that involve both visual
and text elements, as well as information about the user preferences.
We also addressed the role that individual differences regarding
decision making styles, social awareness and visual familiarity play
in such perception. Although we found no main differences in per-
ception between the regarded display styles, nor the presence or
absence of user preferences in explanations, we found that, when
taking into account user characteristics, i.e. social awareness, ra-
tional or intuitive decision making style, we are able to do detect
differences in explanations’ perception between users.

As a follow up study, and given the subtle differences on the
effect of explanations when no individual differences are regarded,
we will test the effect of every proposed design in a within subjects
design. We believe that if users have the opportunity to contrast
the possible advantages that each design provides, they could more
distinctly indicate their true preferences, which would help us
better understand in which cases each display has a more positive
reception.

An important limitation of our study is the fact that user’s pre-
ferred aspects were fixed and participants were instructed to pre-
tend that those aspects were the ones that mattered most to them,
aiming to give a practical work around to the cold-start problem in
the user study design. However, we acknowledge that this might
interfere with the real perceived benefit of providing the user pref-
erences as part of the explanations, reason why we plan to provide
a mechanism that allows participants to read explanations that fit
to their real preferences, e.g. providing a preliminary view of a
limited number of user profiles, representative of clusters of users
with similar preferences extracted from dataset, so the participant
could pick the user profile that fits best to her/his own interests.
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